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Abstract

Monte Carlo simulations of the Tile Calorimeter in the ATLAS experiment at the
Large Hadron Collider (LHC), especially the electronic noise and multiple inter-
actions (so-called pile-up), are discussed in the thesis. A good agreement in the
cell energy distribution between data and Monte Carlo simulations is found. The
cross section measurement of Z — 77 events with the invariant mass between 66
and 116 GeV with the ATLAS experiment is described in the next part of the
thesis. Data samples collected during 2011 corresponding to the integrated lumi-
nosity of 1.34—1.55 fb~' are used for the analysis. The measurements are per-
formed in three different final states depending on the decay mode of the 7 leptons.
The measurement in the channel with one 7 lepton decaying leptonically into the
electron + neutrinos (schematically © — e+ v,+ v.) and the other one hadroni-
cally (schematically 7 — hadrons + v.), especially the calculation of the nominal
cross section and the evaluation of the systematic uncertainties, is discussed in
details in the thesis.
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Chapter 1
Introduction

The Large Hadron Collider (LHC) is a proton-proton collider operating at CERN.
One of the multi-purpose apparatus built at LHC is the ATLAS detector which is
designed to allow studies of the widest possible range of physics processes. The thesis
is based on the data collected with the ATLAS experiment and on the Monte Carlo
simulations of the detector. The analysis presented in this thesis might be divided
into two parts. The first part is more technical and the Tile Calorimeter, especially
its Monte Carlo simulations, is discussed there. The electron performance and the
measurement of the Z — 77 cross section are presented in the other part of the thesis.

The Tile Calorimeter is a sampling calorimeter designed primarily for the detec-
tion of the hadronic showers created by jets. The treatment of the electronic noise
and multiple interactions (so-called pile-up) in Monte Carlo simulations are studied
in more details in the thesis. A good description of both noise and pile-up is crucial
for the creation of clusters of calorimetric cells that build seeds for jets and hadronic
T jets that are used in many physics analyses performed at ATLAS.

The method used for the measurement of the Z — 77 cross section is described in
the second part of the thesis. Due to the fact that the 7 lepton has a very short lifetime
(mean lifetime c7 = 87 um [1]), it cannot be directly seen in the detector, but its
decay products are detected. The 7 leptons decay leptonically in 35.3 % (7 — ev,vr,
T — pvyvr) or hadronically in 64.7 % (mostly into one or three charged hadrons
accompanied with a 7 neutrino and possibly also few additional neutral hadrons).
Three final states were studied in ATLAS with a data sample collected during 2011:
Z — 177 — ey + 4v (denoted as 7,7,), Z — 7T — u + hadrons + 3v (denoted
as 7,m) and Z — 77 — e + hadrons + 3v (denoted as TgTh).] The latter final
state is discussed in this thesis in details since the author was strongly involved
in this analysis. The other final states are mentioned briefly for completeness. The
measurement of the Z — 77 cross section was performed separately with a data
sample collected during 2010 and 2011. The study with 2010 data, where the author
participated, was published in Ref. [2]. The new analysis using 2011 data, where the

' A schematic notation is used throughout the thesis—the charge of the decay products is not
denoted, nor the neutrino type, neutrino is not distinguished from the anti-neutrino in this notation.
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author belonged to the key analysers, was reviewed within the ATLAS collaboration
and made available for general public, see Ref. [3].

Due to the presence of the electron in the final state in the Z — 77 —
e + hadrons + 3v decay, the electron reconstruction, identification as well as a
measurement of the electron identification efficiency (by so-called Tag and Probe
method) are discussed in more details in the thesis. These measurements are crucial
for a good agreement between data and Monte Carlo simulations, therefore also for
the cross section measurement.

The thesis is organised as follows: A brief description of the ATLAS detector, its
composition and a physics programme, is given in Chap. 2. Details about the Monte
Carlo simulations of the Tile Calorimeter are presented in Chap.3. The electron
reconstruction and the efficiency measurements are described in Chap. 4, followed
by the cross section measurement of the Z — 77 process in Chap. 5.
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Chapter 2
Overview of the ATLAS Experiment at the LHC

A brief description of the Large Hadron Collider (LHC) and the experiment ATLAS
is presented in this chapter. The LHC design overview (Sect.2.1) is followed by
the short description of the ATLAS detector components (Sect.2.2). Next, a brief
summary of the particle physics theory is given and the main goals of the physics
programme at the ATLAS experiment are mentioned (Sect.2.3).

2.1 Large Hadron Collider

The LHC [1] at CERN was built to allow studies of the particle physics processes
at high energy and luminosity conditions that have not been reached before. It was
designed to collide proton beams at the centre of mass energy 14 TeV at a luminosity
of 103* cm~2 s~ 1. These conditions have not been reached by the end of 2011. After
tests at lower energy, the LHC started its operation at 7 TeV centre of mass energy
in spring 2010 and continued with the same energy during 2011. Total integrated
luminosity delivered to the ATLAS experiment was 0.05fb~! in year 2010 and
5.61fb~!in2011. The peak luminosity reached in ATLAS during 2011 running was
3.65 x 103 em™2s7 1,

Two general purpose detectors were built to explore the proton-proton and heavy
ions collisions at the LHC—ATLAS (A Toroidal LHC ApparatuS) and CMS (Com-
pact Muon Solenoid). Since the measurements described in the thesis have been
performed with the ATLAS detector, the ATLAS experiment is described in more
details below.

2.2 ATLAS Detector

The design of the ATLAS detector was devised to allow a study of as wide range of
physics processes as possible. Particularly, searches for so-far unobserved particles
represent an experimental challenge and they define requirements for the ATLAS
apparatus.
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Tile calorimeters

LAr hadronic end-cap and
y, forward calorimeters

Toroid magnets LAr electromagnetic calorimeters
Muon chambers Solencid magnet | Transifion radiation fracker
Semiconductor tracker

Fig. 2.1 Layout of the ATLAS detector [2]

The ATLAS detector and its expected performance are described in details in
Ref. [2]. The detector contains several layers of different sub-detectors, namely the
inner detector closest to the beam pipe, electromagnetic and hadronic calorimeters
and muon chambers laying in the largest distance from the interaction point. The
ATLAS detector design is formed also by magnets. The magnet configuration con-
sists of the superconducting solenoid surrounding the inner detector and three large
superconducting toroids (one barrel and two end-caps) arranged with an eight-fold
azimuthal symmetry around the calorimeters. The layout of the ATLAS detector is
shown in Fig.2.1.

2.2.1 Coordinate System

The coordinate system used in this thesis follows the standard ATLAS definition [2]
which is the following: The nominal interaction point is defined as the origin of the
coordinate system, while the beam direction defines the z-axis and the x—y plane
is transverse to the beam direction. The positive x-axis is defined as pointing from
the interaction point to the centre of the LHC ring and the positive y-axis is defined
as pointing upwards. The azimuthal angle ¢ is measured around the beam axis and
the polar angle 6 is the angle from the beam axis. The pseudorapidity is defined as
7 = —Intan(6/2). The transverse momentum pr, the transverse energy ET and the
missing transverse energy EXS are defined in the x—y plane.

The distance AR in the p — ¢ space is defined as AR = /An? + AgZ.
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2.2.2 Inner Detector

The tracking detector is placed inside a 2 T magnetic field which is generated by the
solenoid magnet surrounding the inner detector. It is designed to provide detailed
information about charged particles, namely the transverse momentum and primary
and secondary vertices are measured with the tracking detector. The inner detector
is built of a number of individual components as shown in Fig.2.2.

The precision pixel and silicon microstrip (SCT) trackers with a very fine seg-
mentation cover the pseudorapidity range up to |n| < 2.5. The precision tracking
detectors are arranged on concentric cylinders around the beam axis while in the
end-caps they are located on disks perpendicular to the beam axis. The first layer of
the pixel detector with highest granularity, so-called B-layer, is very important for
an excellent vertexing. Typically three pixel layers and eight SCT layers are crossed
by a good quality track.

A large number of hits, typically 36 per track, is measured with straw tubes of the
Transition Radiation Tracker (TRT) which covers the pseudorapidity region up to
In| < 2.0 and creates the outermost part of the tracking detector. The TRT detector
enables also the electron vs. pion identification through the detection of transition
radiation photons in the xenon-based gas mixture of its straw tubes.

The tracking system has an expected resolution of o, /pr = 0.05%pr & 1%
(with pr in GeV) in the whole pseudorapidity coverage |n| < 2.5 [2].

i Barrel semiconductor fracker
detectors

' End-cap semiconductor fracker

Fig. 2.2 Components of the ATLAS inner detector [2]
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2.2.3 Calorimeters

The ATLAS calorimetry system, shown in Fig.2.3, consists of different types of
sampling calorimeters covering the total pseudorapidity range |n| < 4.9. The fine
granularity of the electromagnetic calorimeter in the region matched to the inner
detector is necessary for precision measurements of electrons and photons. The
hadronic calorimeters are dedicated for the jet reconstruction and missing transverse
energy measurement for which a coarser granularity is sufficient.

The electromagnetic (EM) system consists of two parts—a presampler and an EM
calorimeter. The EM calorimeter with the liquid argon (LAr) as an active material
has a typical structure of an accordion-geometry with kapton electrodes and lead
absorber plates. The calorimeter is symmetric in the azimuthal angle without any
azimuthal cracks. The calorimeter is built of three longitudinal layers. Most of the
EM shower energy for high ET electrons and photons is collected in the middle
layer which has a fine granularity of 0.025 x 0.025 in n x ¢ space. The first layer,
so-called strip layer, offers an excellent v — ¥ discrimination. The last layer with
coarser granularity collects the energy deposited in the tail of the very energetic EM
showers. The EM calorimeter is divided into a barrel part (|| < 1.475) and two
end-caps (1.375 < |n| < 3.2). The presampler detector is located in front of the EM
calorimeter in the region || < 1.8. It is developed to correct for the energy lost in
the material before the calorimeter. It consists of an active LAr layer of thickness
1.1cm in the barrel and 0.5 cm in the end-cap.

The Tile Calorimeter is a hadronic calorimeter covering the range || < 1.7 with
steel used as an absorber and scintillating tiles as an active material. The design of the

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic
barrel
LAr forward (FCal)

Fig. 2.3 Calorimetric system of the ATLAS detector [2]
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Tile Calorimeter is described in details in Chap. 3. Contrary to the Tile Calorimeter,
the forward hadronic calorimeters use the LAr technology. The Hadronic End-cap
Calorimeter (HEC) covers pseudorapidity range from 1.5 to 3.2 using copper as the
absorber. Finally, the Forward Calorimeter (FCal) covers the most forward region up
to |n| < 4.9. The FCal consists of three modules in each end-cap: The first module
is made of copper and is optimised for electromagnetic measurements, the other
two are made of tungsten and are used primarily for measurements of the hadronic
showers.

The designed resolution of the calorimetric system is the following (with E in
GeV) [2]:

e Electromagnetic calorimeter (|| < 3.2): 0g/E = 10%/vE & 0.7 %
e Hadronic calorimeter (jets):

— Barrel and end-cap (|n] < 3.2): 0g/E = 50 %/«/EGB 3%
— Forward region (3.1 < || < 4.9): 0/E = 100%/~/E & 10 %.

2.2.4 Muon System

The muon spectrometer measures the deflection of the muon tracks in the magnetic
field produced by large superconduction air-core toroid magnets (one in the barrel
and two in the end-caps) in the region |n| < 2.7. The spectrometer chambers are
arranged in three cylindrical layers around the beam axis while in the transition
region and in the end-caps the chambers are installed in three planes perpendicular
to the beam axis. The layout of the muon chambers is shown in Fig.2.4.

The Monitored Drift Tubes (MDTs) cover most of the pseudorapidity range of
the muon system and provide a precision measurement of the muon tracks. Cathode
Strip Chambers (CSCs) with higher granularity are used in the large pseudorapidities
(2.0 < |n| < 2.7). The CSCs are radiation resistant and can be used in a region with
an increasing particle rate.

The muon trigger system covers the pseudorapidity range up to 2.4. Resistive
Plate Chambers (RPCs) are used in the barrel and Thin Gap Chambers (TGCs) in the
end-caps. These chambers are used to measure the muon coordinate in the direction
orthogonal to the precision-tracking chambers and also for triggering.

The expected resolution of the muon spectrometer is o, /pT = 10% at
pr =1 TeV [2].

2.2.5 Forward Detectors

The forward region of the pseudorapidity is covered with three smaller detectors—
LUCID, ALFA and ZDC.
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Thin-gap chambers (T&C)

Cathode strip chambers (CSC)

Barrel toroid

Resistive-plate
chambers (RPC)

End-cap toroid
Monitored drift tubes (MDT)

Fig. 2.4 Muon system of the ATLAS detector [2]

The main goal of LUCID (LUminosity measurement using Cerenkov Integrating
Detector) and ALFA (Absolute Luminosity For ATLAS) is a measurement of the
luminosity delivered to ATLAS. LUCID is located at 17 m from the interaction
point and provides online relative luminosity for ATLAS. ALFA is located at 240 m
and is made of scintillating fibre trackers located inside Roman pots. ALFA is opti-
mised for measuring the absolute value of the delivered luminosity.

The third component of the forward system is called ZDC (Zero-Degree Calori-
meter) and is designed to measure the production of neutral particles in the very
forward direction (|n| > 8.2).

2.2.6 Trigger

The collision rate at the design luminosity will be 40 GHz and the final rate of events
being saved after the trigger decision might reach 400 Hz maximum. The trigger
system in ATLAS consists of three distinct levels: Level 1 (L1), Level 2 (L2) and
Event Filter (EF).

The L1 trigger reduces the rate to about 75 kHz and it has to provide the deci-
sion within less than 2.5 ps. The L1 trigger searches for high momentum muons,
electrons, photons, jets, hadronically decaying 7 leptons as well as large missing
transverse energy and total transverse energy. It can access only limited information
from calorimeters and muon chambers. The L1 trigger defines so-called regions of
interest (Rols)—coordinates in 7 and ¢ where a high energy object might be located.
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The L2 trigger starts from the Rols provided by L1. Full granularity and precision
is available for these regions at L2 stage. The L2 trigger has the average event
processing time of about 40 ms and it is designed to reduce the trigger rate down to
3 kHz.

Inthe last step, the EF trigger reduces the event rate to approximately 200—400 Hz.
The EF can access the full information from the whole detector and it uses some of
the offline analysis algorithms within the average event processing time of about 4 s.

2.3 Physics Programme at the ATLAS Experiment

A short description of the particle physics theory is presented, followed by highlights
of physics measurements at the ATLAS experiment in this section.

2.3.1 Theoretical Introduction

Interactions between fundamental components of the matter are described by Stan-
dard Model which is a quantum field theory based on SU(3) x SU(2) x U(1) symmetry
group. The interactions between the constituents of the matter (spin 1/2 fermions)
are described be an exchange of intermediate bosons with spin 1.

The quantum chromodynamic (QCD) [3] is an SU(3) gauge theory where the
colour charge defines the local symmetry. The interactions between quarks, which
form a triplet under colour SU(3), are mediated by the exchange of gluons. The eight
gluons carry the colour charge and therefore are self-interacting. Unlike the electro-
magnetic interaction, the strong interaction strength is small for large momentum
transfers (asymptotic freedom) and large for small momentum transfers (confine-
ment). The confinement gives an explanation why the quarks form colour neutral
hadrons and cannot be observed individually.

The electroweak interactions [4] are described by an SU(2) x U(1) symme-
try group. Left-handed leptons and quarks form doublets under SU(2), while the
right-handed states are singlets. Four intermediate bosons appear in the electroweak
theory—a photon, Z and W= bosons. One of the crucial differences between the
photon and the Z and W+ bosons is that the photon is massless while the weak
interaction bosons are very heavy. The mass terms of the intermediate bosons can
be introduced in the Standard Model by spontaneous breaking of the SU(2) x U(1)
symmetry, so-called Higgs mechanism. The simplest way is to consider an SU(2)
doublet of complex scalar fields where three degrees of freedom are absorbed in the
mass terms of the Z and W* bosons and the remaining degree of freedom results in
the physical state—the Higgs boson. The Higgs mechanism has not been confirmed
experimentally yet. It has been one of the main goals of the ATLAS experiment to
find the Higgs boson particle if it exists.
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Despite the fact that the Standard Model describes well the experimental data, the
model has several theoretical shortcomings (e.g. fine tuning of the Standard Model
parameters, large number of free parameters, no candidate for dark matter) and
therefore it is not expected to be the final model. Based on the excellent agreement
with the experiment, the new model must obtain the Standard Model theory in the
limit of low energy. One of the possible extensions of the Standard Model is the
Supersymmetry [5] where a supersymmetric partner is assigned to each Standard
Model particle—bosonic partners (squarks and sleptons) to fermions and fermionic
partners (gluoinos and gauginos) to bosons. In the minimal supersymmetric extension
of the Standard Model (MSSM) the Higgs boson sector contains five physical states
- two scalars (h, H), one pseudoscalar (A) and two charged Higgs bosons (HT).
Apart from Supersymmetry, also other alternative theories to the Standard Model
exist, e.g. technicolour. No particle beyond the Standard Model has been observed
experimentally yet and it is a challenge for the ATLAS experiment to find a signature
of the physics beyond the Standard Model.

2.3.2 Physics Measurements at the ATLAS Experiment

The physics programme at the ATLAS experiment [5] can be divided into two main
parts - precision measurements of the Standard Model properties and searches for not
yet observed particles (Higgs boson and particles beyond the Standard Model). The
Standard Model measurements and the Higgs boson searches are briefly discussed
below.

Standard Model Measurements

The Standard Model measurements play an important role for several reasons. First of
all, the Standard Model processes represent the main background for the signatures
of the new physics. Therefore an excellent understanding of the Standard Model
background is very crucial. Moreover, the well-known processes such as decays of
W and Z bosons to leptons are used as a standard candle to calibrate the detector
and to correct the Monte Carlo simulations to agree with measurements using real
data samples (e.g. smearing of the lepton energy/momentum, correcting efficiency
predictions in simulations). This process is illustrated in Chap.4. Next, precision
measurements of the Standard Model parameters can be performed at the ATLAS
experiment (e.g. triple gauge boson couplings in diboson final states, W boson mass).
Finally, deviations from the Standard Model predictions might indicate physics
beyond the Standard Model (e.g. deviations in the high- pt spectrum of dijet events
might be a sign of quark compositness).

The top quark physics is an important part of the Standard Model programme at
the ATLAS experiment. Precise measurements of the top mass as well as other top
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quark properties (e.g. charge) are performed with the ATLAS detector. The single
top production cross section is also being measured.

Besides the high energy physics, also B-physics measurements are performed at
ATLAS experiment. The specific B-physics topics include the measurement of CP
violation, B? mixing and a search for rare decays. Study of B hadrons’ decays and
spectroscopy is also a part of the B-physics programme.

Higgs Boson Searches

The search for the Higgs boson particle is one of the main goals of the ATLAS
experiment. The Higgs boson is predicted by the Standard Model, however its mass
is a free parameter. Due to theoretical constraints, the Higgs boson mass must be
lower than approximately 800 GeV [6]. The direct search at LEP excluded the Higgs
boson with the mass lower than 114.5 GeV at 95 % confidence level (CL) [7].

The Higgs boson searches have been performed by ATLAS and CMS experiments
at the LHC. Both experiments announced an observation of a new particle which
could be the Higgs boson particle in July 2012. The results are published in Ref.
[8], resp. [9] for the ATLAS, resp. CMS experiment. The properties of the observed
particle are compatible with the Standard Model Higgs boson, but more data are
needed to confirm this hypothesis. The observed Higgs-like particle has a mass of
approximately 125 GeV.

The most important Higgs boson decay modes used in ATLAS in the mass region
of the new Higgs-like particle are:

e H — ~~ Although the branching ratio of this channel is very low (BR ~ 0.2 %),
it provides the best sensitivity in the low mass region. A very good photon identi-
fication, robust against multijets that might be possibly faking photons, as well as
an excellent energy reconstruction are the key ingredients for the measurement in
this channel. The diphoton invariant mass spectrum is used as the discriminating
variable. More details about the observation of the Higgs-like boson in this channel
can be found in Ref. [10].

e H — ZZ7Z — 4£ This channel would give the cleanest signal in the intermediate
Higgs boson mass range. However, the branching ratio below 150 GeV decreases
rapidly and it is more difficult to use this channel also in the low mass range. Two
pairs of isolated leptons with same flavour and opposite charges are searched for.
The invariant mass of the four leptons’ system is considered as the discriminant. A
high efficiency of the lepton trigger and lepton identification as well as a very good
energy resolution are required for the precise measurement in this decay mode.
Details about the measurement of the properties of the Higgs-like particle in this
channel can be found in Ref. [11].

e H > WW — {vlv The decay mode with two W bosons leads to the best
sensitivity in the intermediate Higgs boson mass range and it can also contribute
in the lowest Higgs boson mass range. The typical signature is formed by a pair
of isolated leptons with opposite charges and large missing transverse energy. The
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invariant mass cannot be reconstructed and therefore the transverse mass of the
Higgs boson is used as the discriminant. The recent analysis in this channel using
full 2011 and 2012 datasets is described in Ref. [12].

e H — 77 The Higgs decay mode with a pair of 7 leptons is measurable in the low
mass region. The difficulty of the search in this channel comes from the hadronic
7 which might appear in the final state as a jet can be easily misidentified as a
hadronic 7. Therefore the large multijet background must be carefully taken under
control. The invariant mass of the Higgs boson cannot be directly reconstructed
due to neutrinos from the 7 leptons’ decays. Alternative mass reconstruction tech-
nique, so-called Missing Mass Calculator [13],is used in this channel. The Z — 77
process, studied in this thesis, forms the dominant background. Thus a good under-
standing and description of this background is crucial for the H — 77 analysis.
The Higgs-like particle has not been observed in this channel by the ATLAS
experiment yet. It is an important decay mode which could confirm that the Higgs
boson decays into a pair of fermions. The analysis using full 2011 data and a part
of 2012 data corresponding to 4.7 fb—! + 13.0 fb~! is described in Ref. [14].

e H — bb This is the decay mode with the largest branching ratio in the low mass
region, however very difficult to detect over the overwhelming multijet back-
ground. It can be performed only in the associated production of the Higgs boson
with electroweak bosons (ZH, W H) or with a top quark pair (¢7 H). The Higgs-
like particle has not been observed in this channel yet. More details about the
analysis can be found in Ref. [15].
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Chapter 3
Monte Carlo Simulations
of the Tile Calorimeter

The Tile Calorimeter (TileCal) is the barrel hadronic calorimeter of the ATLAS
detector. Its performance and readiness for the LHC collisions based on special
calibration runs, detection of cosmic ray muons and single beam events is described
in details in Ref.[1].

The Tile Calorimeter overview is given in Sect. 3.1. The Monte Carlo simulations
of the Tile Calorimeter are the main topic of this chapter. The emphasis is given
on the treatment of the electronic noise (Sect.3.2) and the description of multiple
interactions per bunch crossing, so-called pile-up (Sect. 3.3).

3.1 Overview of the Tile Calorimeter

TileCal is a sampling hadronic calorimeter covering the pseudorapidity region
—1.7 < n < 1.7. It consists of alternating layers of plastic scintillator (active
medium) and iron (absorber). The calorimeter is divided into a barrel (|| < 1.0)
and two extended barrels on both sides (0.8 < |n| < 1.7). The Tile Calorimeter
has an internal structure and both the barrel and extended barrels are segmented into
64 modules corresponding to A¢ granularity of ~ 0.1radians. Furthermore, each
module is segmented in pseudorapidity and radially as well. The radial segmentation
divides the module into three parts corresponding to approximately 1.5, 4.1 and 1.8
A (nuclear interaction lengths for protons) thickness in the barrel and 1.5, 2.6 and
3.3 X in the extended barrels. The pseudorapidity segmentation corresponds to An
granularity of 0.1 in the first two radial layers (layer A and BC) and 0.2 in the last
layer (layer D) as shown in Fig.3.1. The ¢, n and radial segmentation defines the
three dimensional cells in TileCal.
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Fig. 3.1 The radial and pseudorapidity segmentation of the TileCal modules in the barrel (left hand
side) and in the extended barrel (right hand side)[1]

3.1.1 TileCal Readout System

Each cell consists of dozens of scintillating tiles and iron plates which are oriented
perpendicular to the beam axis and radially staggered [1] as shown in Fig.3.2. The
light produced in the scintillators is collected by the wavelength shifting fibres that
are located on both ¢ sides of the modules. The wavelength shifters corresponding
to one cell bring the light to two different photomultiplier tubes (PMTs), each on
one side of the module. The two PMTs are linked to individual readout channels
and the corresponding cell energy is the sum of the energy measured in the two
channels. The double readout reduces the dependence on the light attenuation in the
scintillators and improves the response uniformity. Furthermore, in case of a single
channel problem the information from the other channel is used and the cell energy
is twice the energy of the available channel.

The readout electronics (including the PMTs)[1] is housed at the outer radius
of the calorimeter. First, the signal from the PMTs is shaped in the way that all
pulses have the same width (full width at the half maximum, FWHM, is 50 ns). Thus
the energy deposit is proportional to the pulse amplitude. Next, the shaped pulse
is amplified in separate high (HG) and low (LG) gain branches with the gain ratio
of 64:1. The HG and LG analog signals are sampled with At = 25 ns corresponding
to LHC bunch-crossing frequency of 40 MHz. In the case of positive trigger decision,
seven samples from one gain for each channel are read out and sent via optical fibres
to the backend electronics located outside the experimental hall. The time and energy
are determined from the seven samples as described in the next section.
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Fig. 3.2 The structure of one of the TileCal modules and the optical readout (the tiles, the fibres,
wavelength shifter and PMTs)[1]

3.1.2 TileCal Signal Reconstruction

The pulse amplitude, time and pedestal for each channel are derived by means of the
Optimal Filtering (OF) method [2] which is based on the weighted linear combination
of the measured samples. The signal amplitude A and time 7 are given by equations

n=7 1 n=7
A:Zal-Si, TZZZbiSi (3.1)
=0 =0
where S; is the sample at time #; (i = 1, ...., n) and the coefficients a;, b; are derived

by OF using the knowledge of the pulse shape and noise autocorrelation matrix. The
shape of the pulse for both low gain and high gain read-out is shown in Fig.3.3.

The timing of each channel with respect to the LHC clock is measured in dedicated
calibration runs and with the single beam data. The timing offsets are corrected in
the way that the reconstructed time 7 is compatible with zero for energy deposits
coming from the interaction point and travelling with speed of light.

The OF with fixed time phase, so-called non-iterative OF, is based on the known
time phase between the pulse peak and the LHC clock signal for each channel. Due
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to the simplicity of the non-iterative OF algorithm, it can be performed online at the
hardware level and the individual samples do not have to be stored for the offline
processing. If the individual samples are saved, the iterative OF can be used. The time
phase is not fixed in this case and the pulse peak position is searched for iteratively.
Both methods, the OF with and without iterations, agree well for the signal-like
energy deposits coming from proton-proton collisions. However, they have different
performance for the noise-like energy deposits as will be shown in Sect.3.2.1.

The iterative OF was used as the default reconstruction method during the col-
lisions in 2010 and in the beginning of 2011. The non-iterative OF has become the
default reconstruction technique during 2011 data taking. The non-iterative OF is
also used for the amplitude reconstruction in the Monte Carlo simulations. Most
of the figures in this chapter are obtained with the non-iterative OF reconstruction
technique unless explicitly stated otherwise (e.g. data from 2010 are used or the
comparison of the two methods is shown).

After the amplitude is reconstructed with OF, the calibration of the channel energy
to the electromagnetic scale (EM) is performed

Echannel = A - CADC—)pC -Ccs - CpC—)GeV - CLaser (3.2)

where Echannel 1S the channel energy measured in GeV, A is the signal amplitude
in ADC counts defined by Eq.(3.1) and the constants Cxx represent individual
calibration factors. The factor Capc—pc converting ADC counts to charge in pC is
measured for each channel and both gains using a well known injected charge with
the Charge Injection System (CIS). The factor Ccg is measured in special calibration
runs with Cs radioactive source. First, gain equalisation of all channels is performed
with the Cs calibration system. Second, the Ccg factor correcting for residual non-
uniformities is derived. The conversion factor Cpc— Gev converting charge to energy
in GeV was measured in the test beam with electron beams of known energy whose
response was analysed. Last calibration system is the laser system which is adapted to
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Fig. 3.4 Scheme of the TileCal calibration system

measure and correct for non-linearities of the PMT response.! The TileCal calibration
system is schematically shown in Fig. 3.4 and more details can be found in Ref.[1].

The cell energy at the EM scale is given by the sum of the reconstructed energy
in the two associated channels. If one of the readout channels is masked, the cell
energy is twice the energy of the other channel. Thus the energy reconstruction is
robust against single channel failures.

3.1.3 Monte Carlo Simulations

Monte Carlo simulations of the TileCal based on the Geant4 programme [3] can be
divided into three separate parts: the material description of the detector, simulation
of the particle passage through the detector and the signal reconstruction. The signal
reconstruction in the Monte Carlo simulations, i.e. the procedure from the hit energy
in the scintillator to the cell energy at the EM scale, is described in this section.
The digitisation procedure in the simulations starts from a collection of Geant4
hits in the active material (scintillators) in the TileCal. Each hit is characterised by its
energy in MeV, time and position. First, hits belonging to the same channel within
one time bin (0.5 ns) are merged together. The sampling fraction correction which
converts the scintillator energy to the cell energy is applied in the next step. The energy
in MeV is converted to energy in ADC counts using inverse calibration constants
defined in Eq. (3.2). Then the hit energy is convoluted with the pulse shape function
and seven samples separated by 25 ns are derived. The pedestal, electronic noise and
pile-up are added to the individual samples. More details about the electronic noise
and pile-up implementation in the Monte Carlo simulations are given in Sects. 3.2 and
3.3. The samples’ values are rounded to an integer to correspond to ADC units used
in the real data readout procedure. The seven samples represent the input to the signal

! The laser calibration constants were not used in the calibration loop during 2010 and 2011 data
taking, but they are implemented in the energy calibration since 2012 data taking.
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reconstruction as described in Sect. 3.1.2. The amplitude reconstruction procedure in
the Monte Carlo simulations follows exactly the same scheme as performed in real
data.

Sampling Fraction in TileCal

The sampling fraction (SF) correction, the conversion factor between the energy
released in the scintillators and the energy deposited in the TileCal cells, depends
on the multiple scattering model used in the Monte Carlo simulations, i.e. on the
version of the Geant4 programme. It is derived from the TileCal standalone Monte
Carlo simulations using the electron beam at defined energy (Epeam ). If the invisible
energy and energy leakage are neglected, the sampling fraction equals

E
SF = ——ocam (3.3)

Ecintillator

where Ecintillator Stands for Geant4 energy deposits in the active medium (scintilla-
tors).

Due to the fact that the scintillating tiles are located in planes perpendicular
to the LHC beams, the energy released in the scintillators varies with the impact
point[4]. Since the electromagnetic showers are very narrow and their dimensions
are comparable with the TileCal internal structure, this feature can be observed in the
response to the electron beams as shown for the Monte Carlo simulations in Fig. 3.5
(left hand side). The dependence of the response on the impact point coordinate z
can be described by a simple periodic function

27
Escintillator (2) = po + p1 sm(zz + p3) 34

where pg is the energy deposit in the scintillators corrected for the impact point
dependence. The variable pg is used for the evaluation of the sampling fraction
constant instead of Egcinglator in Eq. (3.3). The parameter p; specifies the relative
amplitude of the oscillations, p, stands for the thickness of the period as seen by
the beam at the given impact angle and p3 denotes the phase of the oscillations. The
numerical values of all four parameters are summarised in Fig.3.5 (left hand side)
for the electron beam with energy of 100 GeV at n = 0.35.

The dependence of the sampling fraction on pseudorapidity is shown in Fig.3.5
(right hand side). The increase of the SF, i.e. decrease of the energy deposit in the
scintillators, at small 1 (n = 0.05) can be qualitatively explained by the periodic
scintillator/iron structure of the TileCal. The area in the scintillators touched by the
narrow EM shower is smaller at low angles. The large increase of the SF at large
(n = 0.95) is caused by the leakage outside the barrel module. On the contrary, the
sampling fraction is almost constant in the pseudorapidity region between 0.2 and
0.8.
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Fig. 3.5 Dependence of the energy deposit in the scintillators on the impact point coordinate z (left
hand side) and the sampling fraction dependence on pseudorapidity (right hand side) are shown.
The results are obtained with TileCal standalone simulations with 100 GeV electron beam. The
Geant4 programme version 9.4 is used for the simulations

The sampling fraction constant used in the Monte Carlo simulations is the sam-
pling fraction at 7 = 0.35 which equals to SF = 34.0. The pseudorapidity of 0.35
corresponds to the test beam angle where the electromagnetic scale in TileCal is
defined[1].

3.2 Electronic Noise

A good understanding of the electronic noise is crucial for the construction of topo-
logical clusters [5] which are constituents for the jets or missing transverse energy
calculation. The clustering algorithm searches for energy deposits in the calorimeter
significantly above the noise fluctuation level. The algorithm starts from cells with
energy above a certain threshold. The default threshold is given by the requirement
that the probability of the cell energy to be a noise fluctuation is less than 6.3 x 107>
corresponding to 4o for a normal distribution. The seed cluster is expanded to the
neighbour cells with energy with the probability less than 4.6 x 102 (corresponding
to 20 for a normal distribution) to be a noise contribution. All immediate neighbour
cells are added to the cluster in the last step. Thus an unrealistic description of the
noise fluctuations in both data and Monte Carlo simulations might affect the shape
of the clusters or increase the probability of creating fake clusters.

The noise pattern observed in data is described in Sect.3.2.1 whereas the imple-
mentation of the electronic noise in the Monte Carlo simulations is summarised in
Sect.3.2.2.
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3.2.1 Electronic Noise in Data

The electronic noise of the TileCal readout system has been investigated and mon-
itored in special standalone bi-gain runs (so-called pedestal runs) on a long term
basis. The pedestal runs are taken regularly during the moments without collisions
in the ATLAS detector, typically twice a week.

An example of the typical noise distribution for one cell (cell A9 in module
LBAO2 corresponding to 7 = 0.85 and ¢ = 0.15 in the inner most layer) is shown
in Fig.3.6. The cell noise was found to be have significant non-Gaussian tail and the
shape can be described by a double Gaussian function as shown in the figure. The
double Gaussian function ( f24), normalised to f Jf2g(x)dx = 1, can be generally
defined in the following way

PP NS SN (T ch WA S (R,
29 14+ R | /270, 202 N 202
(3.5)

where o}, u;i, i = 1, 2 are the mean and the width of the two Gaussians and R is the
relative share of the two Gaussian functions.

Since parameters p; have been found to be negligible as expected for the electronic
noise, they have been constrained to p; = 0. Thus the noise distribution in TileCal
is described by three independent parameters R, o1 and 0. These parameters are
derived cell by cell from data measured in the pedestal runs. The values are stored
in the database and are used for the cluster creation to define the 40 and 20 limits.

The cell noise averaged over ¢ as a function of pseudorapidity and radial layer is
shown in Fig. 3.7. Since it is not straight-forward how to compare all three parameters
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Fig. 3.6 Typical electronic noise distribution in high gain for one cell (cell A9 in module LBA02).
The meaning of the constants is given in Eq. (3.5), the variables o] and o, are measured in MeV
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Fig. 3.7 Cell noise averaged over ¢ as a function of 7 for reconstruction with OF with iterations
(left hand side) and without iterations (right hand side) measured in a pedestal calibration run for
the high gain read-out in both channels. A special tool reducing the contribution of the correlated
noise for the channels with electronics on the same motherboard has been applied to the data

of the double Gaussian function, the spread2 of the noise distribution is used as an
estimator of the cell noise in this case. The electronic noise varies from 20 to 50 MeV
if the iterative OF method is used (left hand side figure). The noise values are lower
for the non-iterative OF (right hand side figure), typical values are between 15 and
35MeV. Itcan be explained by the fact that the time phase is fixed for the non-iterative
OF and no search for the pulse peak is performed. Moreover, the electronic noise
is more uniform across 7 compared to the iterative OF, especially in the extended
barrels. It has been observed that cells whose electronics are located at the outer
boundaries of the TileCal barrel and extended barrel modules suffer from higher
noise level compared to cells located in the central region.’

3.2.2 Electronic Noise in Monte Carlo Simulations

The electronic noise is added to the individual samples in the Monte Carlo simulations
as mentioned in Sect.3.1.3. The basic requirement for the noise implementation in
the Monte Carlo is a good agreement of the noise shape in data and in simulations
at the cell level. Thus the shape of the noise function used at the digitisation level in
simulations has to be such that after the reconstruction of amplitude with OF the cell
energy has the double Gaussian shape as observed in data. It has been found that the
double Gaussian function fulfils this requirement to a good precision.

2 The spread means the standard deviation (called RMS in ROOT analysis framework [6]), i.e.
JAINY - (30— xmean)?).

3 It has been found that the electronic noise is largely influenced by the Low Voltage Power Supplies
(LVPS). The new generation of the LVPS being currently tested gives promising results with more
uniform electronic noise across the 7 coordinate and almost Gaussian noise distribution.
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Fig. 3.8 Relation between a spread of reconstructed amplitudes (“RMS of A”) and a spread of
samples (“RMS of §;”) measured in a pedestal calibration run for the high gain read-out is shown.
The non-iterative OF is used for the amplitude reconstruction

Three parameters, R, o1 and o, defining the double Gaussian function according
to Eq. (3.5) which are to be applied on the individual samples in simulations have to
be found for each channel. They are derived from the double Gaussian parameters at
the cell level measured in real data. The normalisation factor R is assumed to remain
the same before and after the application of the OF, but the values of o1 and o, have
to be scaled to get the appropriate values at the digital level. The relation between
the spread of the samples (“RMS of §;”’) and the reconstructed amplitudes with OF
(“RMS of A”) has been measured in data and is shown in Fig. 3.8. The ratio has been
found to be constant over a large range of the noise values. The typical noise values
at the sample level are between 1.1 and 1.8 ADC counts in the high gain. The ratio
of the spread of reconstructed amplitudes and the spread of the samples (“RMS of
A/RMS of S;”’) depends on the reconstruction method used. The distribution of this
ratio for the non-iterative OF in data is shown on the right hand side in Fig. 3.8 and it
can be characterised by a mean value of 1.17 and a spread of 0.05. The mean value is
used as the scaling factor from the o1 and o after the OF to the digital level constants
which are to be applied to the individual samples in the Monte Carlo simulations.

The comparison between the cell energy distribution in data and in Monte Carlo
simulations is shown in Fig.3.9. The overall agreement is found to be good, even in
the low energy region dominated by the electronic noise contribution. However, the
noise description in the Monte Carlo simulations does not cover all features of the
real electronic noise, namely the correlations between the individual channels are
not described in the Monte Carlo simulations.

3.3 Multiple Interactions: Pile-up

The high energy signal reconstruction in the calorimeter is influenced by multiple
proton-proton interactions within the bunch crossing (so-called pile-up) at the LHC
running conditions. The impact of pile-up on the cell energy distribution is shown in
this section.
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Fig.3.9 TileCal cells’ energy distribution calibrated to the EM scale in data from 2010 and in Monte
Carlo simulations. The cell noise in data during the collisions can be estimated in randomly selected
events (events passing so-called random trigger). The iterative OF is used for the reconstruction of
the cell energy in data and the non-iterative OF in the MC simulations

The cell energy spectra have been studied qualitatively and quantitatively in both
data and Monte Carlo simulations. The studies with data from 2011 confirm a rea-
sonably good agreement between Monte Carlo predictions and measurements in
data. The author of the thesis was involved in the analysis with the Monte Carlo
simulations only. Therefore results based purely on the simulations are shown in this
section.

3.3.1 Pile-up Classification

The average number of the minimum bias collisions per bunch crossing depends
on the proton beam parameters which vary during the data taking periods at the
LHC. According to Ref.[7], the mean number of interactions per crossing (u) is
proportional to the instantaneous luminosity (£) following the relation

L - oj
o= _~ " Oinel (3.6)
Nbunch - fr

where ojpe] denotes the proton-proton inelastic cross section (gjpe; = 71.5 mb),
Npunch 1S the number of colliding bunches and f, is the LHC revolution frequency.
The mean number of the underlying interactions during 2010 and 2011 data taking
periods can be found in Ref.[8]. Data collected during 2010 can be characterised
by a low number of minimum bias collisions per bunch crossing with p between
approximately 0 and 3 depending on the period. Data taken during 2011 suffer from
larger pile-up contribution with the average number of pile-up collisions in the first
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part of the data taking period of approximately 6 and it increases to the mean value
of 12 after the technical stop in september.

The soft interactions, that can affect the energy reconstruction in the calorime-
ter, come either from the same bunch crossing as the high-energy interaction or
from nearby bunch crossings. Two categories of pile-up are defined based on this
categorisation:

e In-time pile-up stands for multiple interactions coming from the same bunch
crossing as the high energy collision. The signal in a given cell might be a sum of
the energy deposits coming from the high energy interaction (the signal) and from
the underlying event where the amplitude for both interactions peaks at time Ons
(the current bunch crossing).

Due to the large separation of the bunches in 2010 LHC running, only in-time
pile-up is present in 2010 data.

e Out-of-time pile-up is caused by a mixing of the considered high energy event

with soft interactions coming from previous/next bunch crossings. The out-of-time
pile-up happens if there is a small separation between the proton bunches and a
relatively long pulse shape (in TileCal the pulse shape is from —75 to 75 ns).
The high energy signal in the calorimetric cell (with an amplitude peak at O ns)
is superimposed with the energy deposit coming from the nearby bunch crossing
(with a peak shifted in time).
The spacing between the bunches was 50 ns during 2011 data taking, allowing
also the out-of-time pile-up to affect the signal reconstruction. The signal in the
nominal bunch crossing has an amplitude corresponding to time Ons, while the
out-of-time pile-up events have a peak at £50 ns in this case.

3.3.2 Monte Carlo Simulations with Pile-up

The Monte Carlo simulations of events in the environment with pile-up are done
by mixing the high energy signal event with an appropriate number of simulated
minimum bias events. The pile-up conditions in the Monte Carlo simulations are
defined by the separation between the bunch crossings (Ar) and the average number
of pile-up collisions per bunch crossing (x). The number of pile-up collisions per
bunch crossing follows the Poisson distribution with the mean value of .

The Pythia generator [9] is used to produce the underlying interactions. The energy
deposits coming from the high energy signal and from the minimum bias collisions
are simulated separately. The simulations in both cases follow the standard digitisa-
tion procedure in the Tile Calorimeter up to the derivation of the seven samples after
25 ns as described in Sect. 3.1.3. Next, the samples coming from the minimum bias
interactions are added to the appropriate samples generated by the high energy colli-
sion. After the application of the pedestal and electronic noise, the merged samples
enter the signal reconstruction by means of the Optimal Filtering method which is
described in Sect. 3.1.2. After the application of the calibration constants (conversion
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Fig.3.10 Normalised cell energy distribution for a cell A2 in the LBA partition (17 =0.15) integrated
over ¢ for different pile-up conditions with p varying from 2.3 to 9.2. The bunch spacing of
900 ns (only in-time pile-up) is used in the left hand side plot and of 25 ns (also out-of time pile-
up contribution) on the right hand side. The electronic noise was switched off in these special
simulations

factors from ADC counts to GeV) to the reconstructed amplitude, the cell energy at
the EM scale is derived.

Special Monte Carlo simulations have been produced to enable the observation of
the pile-up effect only on the cell energy spectrum. The electronic noise is assumed to
be zero in these special simulations. All figures shown in the following (Sects. 3.3.2
and 3.3.3) have been prepared using these special Monte Carlo samples.

The cell energy distribution in different pile-up conditions for one of the TileCal
cells in the first radial layer (cell A2 in the LBA partition corresponding to n = 0.15)
is shown in Fig. 3.10. The pile-up contribution is assumed to be independent on the
azimuthal angle, that is why the ¢ coordinate is not specified. The energy spectra
coming from pile-up collisions are highly asymmetric with long tails in the positive
energy part. As expected, the pile-up contribution increases with p. The pile-up
configuration with the out-of-time mixing (right hand side figure) leads to a wider
distribution with a significant tail also in the negative cell energy compared to the
in-time pile-up only case (left hand side figure).

3.3.3 Pile-up Constants

Since the pile-up influences the cell energy reconstruction, it might affect also the
formation of the clusters which are important e.g. for the jet reconstruction. The
energy deposits coming from the minimum bias collisions could lead to a cell energy
higher than a 40 equivalent of the cell electronic noise and a fake cluster seed would
be created in this case. This undesired behaviour is avoided by adding the pile-up
contribution to the electronic noise to define the cell energy spread in the presence of
pile-up, denoted as ol noise +pileup- Then the variable oel noise+pileup 1S used to define
20 and 40 limits in the clustering algorithm under the considered pile-up conditions.
The pile-up contribution is expected to be uncorrelated with the electronic noise and
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therefore it is added in quadrature to the electronic noise cell by cell

. . — 2 2
Oel.noise+pileup = 4/ Tpileup + 04 noise 3.7

The dependence of the pile-up contribution on the pseudorapidity has been stud-
ied in the Monte Carlo simulations. The pile-up is expected to be symmetric in 1 and
independent on the azimuthal angle. Thus the dependence of the cell energy spread
(Opileup) 0N |77| integrated over ¢ for three radial layers is shown in Fig.3.11. Simu-
lations with two specific pile-up conditions with fixed ;o = 2.3, but different bunch
spacing (At = 900 ns and At = 25 ns) are used. The pile-up contribution decreases
significantly with the radial distance from the beam axis (from layer A to layer D)
as expected for soft underlying interactions coming from the primary vertex. The
out-of-time pile-up leads to a broader energy distribution, i.e. larger opjjeup values,
as already shown for a typical cell in Fig.3.10.

Variations of the variable opijeup for the fixed bunch spacing (At = 25 ns), but for
different average number of pile-up collisions in the layer A are shown in Fig.3.12.
The dependence is plotted for low luminosity and high luminosity scenarios. Whereas
the low luminosity case is simulated at /s = 7 TeV with u between 2.3 and 9.2
(left hand side), the high luminosity pile-up is simulated at \/s = 14 TeV with
between 23 and 46 (right hand side).* The pile-up contribution grows rapidly with
the increasing number of average minimum bias collisions per bunch crossing.

The |n|-dependent pile-up constants are derived for both data and Monte Carlo
simulations. The constants are specific for the considered pile-up conditions defined
by At and . In order to avoid changing the values in the database for each pile-up
configuration, an approximate relation reducing the dependence of opjjeup On the
average number of minimum bias collisions is used. It is assumed that the pile-up

120 1 120 T )
r Monte Carlo simulations © LayerA ] N Monte Carlo simulations o LayerA ]
100 |- Vs=7TeV,At=900ns,u=23 Layer BC — 100 - Vs=7TeVAt=25ns,u=23 Layer BC -
r e LayerD B r e LayerD B
— 8ol ; < 80 .
2 r 1 3 r ° ]
s F 1 = F ]
= 60 — o 60 * .
a - g - . g
B 1 3 . ]
T 40 - ; S 40k C . L ]
S 0 - . . 7] © O . 7]
L . 4 L M . 4
. .

r . o o ® . o F .
20 o . R 20 - . . . 5
N . ] [ e ]
oLl 3 () b I I e I 1 oL i ! I I I I I 1
0 02 04 06 08 1 12 14 16 0 02 04 06 08 1 12 14 16

Inl Inl

Fig. 3.11 Spread of the cell energy (opileup) as a function of |7 for collisions in two different
pile-up scenarios. Both simulations have been performed at the centre of mass energy of 7 TeV with
1 = 2.3. The bunch spacing of 900 ns (only in-time pile-up) is used in the left hand side plot and
of 25 ns (also out-of time pile-up contribution) in the right hand side plot

4 The simulations at the centre of mass energy 14 TeV have been produced for dedicated upgrade
studies.
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Fig.3.12 Pile-up contribution opileyp in the layer A as a function of || for low luminosity and high
luminosity case with bunch spacing of 25 ns. The low luminosity case is simulated at /s = 7 TeV
with p between 2.3 and 9.2 (left hand side). The high luminosity pile-up is simulated at \/s = 14 TeV
with p between 23 and 46 (right hand side)

contribution scales with y for the fixed bunch spacing like

Opileup = O'Sﬁrerl?p X A/ (3.8)

where agﬁ‘gﬁp denotes so-called pile-up constant. The scaling with /7 is not exact,

but it leads to a good agreement in the case of close enough pile-up conditions and
for high number of minimum bias interactions.

The pile-up constants crgiolgllllp are stored in the database and are used together with
the electronic noise constants to derive 20 and 40 limits in the clustering algorithm

as mentioned above.
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Chapter 4
Electron Efficiency Measurement

Electrons play an important role in many physics analyses performed with the ATLAS
detector, both in Standard Model measurements and in new physics searches. The
electron might also appear in the Z — 77 decay, which is discussed in Chap.5,
in the case when one of the 7 leptons decays into an electron and two neutrinos.
The measurements described in this chapter are performed following the electron
selection specific for the Z — 77 analysis and the results are used for the cross
section measurement in this channel.

The electron reconstruction and identification criteria are summarised in the first
part of this chapter (Sect. 4.1). Next, the methodology of the electron efficiency mea-
surements by the so-called tag and probe method is introduced (Sect.4.2). Then
efficiency measurements of the identification cuts (Sect.4.3), the trigger require-
ment (Sect.4.4) and the isolation criteria (Sect.4.5) in both data and Monte Carlo
simulations are described.

4.1 Electron Reconstruction and Identification

The electron reconstruction, identification and its performance in collisions’ data
with the ATLAS detector are described in details in Ref.[1]. A brief summary is
given below.

4.1.1 Reconstruction

The electron reconstruction in the central region (|n| < 2.47) starts from clusters in
the electromagnetic (EM) calorimeter which are associated to tracks coming from
the charged particles in the inner detector. Since the forward electrons are not used in
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the Z — 77 analysis, only the “central electrons” (i.e. electrons within |n| < 2.47)
are discussed in this chapter.

The seed clusters with transverse energies above 2.5 GeV are found by a sliding
window algorithm which searches among calorimeter towers with the size of 3 x 5
cells in the n x ¢ plane (one cell corresponds to An x A¢ = 0.025 x 0.025 in
the middle layer of the EM calorimeter). Duplicate clusters are removed based on
the energy comparison of the nearby seed clusters. The reconstructed tracks in the
inner detector are matched to the clusters in the next step. In the case that multiple
tracks are matched to the same cluster, tracks with silicon hits (hits in the Pixel/SCT
subdetectors of the inner tracker) have higher priority than tracks with TRT hits only
(i.e. tracks without any silicon hits) which are more likely to belong to electrons
originating from photon conversions. The track with the smallest distance AR =
V An? + A¢? between its impact point in the EM calorimeter and the seed cluster
coordinates is selected. Finally, the electron cluster is rebuilt using towers of 3 x 7,
resp. 5 x 5 cells in the barrel, resp. endcaps.

The energy of the final cluster is corrected to account for energy deposited outside
the cluster region. Energy deposits in the material in front of the EM calorimeter,
energy deposits outside the given cluster size inside the EM calorimeter (lateral
leakage) and energy deposits beyond the EM calorimeter (longitudinal leakage) are
estimated and used for the calculation of the electron transverse energy. On the
contrary, the directions 7 and ¢ of the electron are not taken from the cluster variables
but the track parameters at the vertex are considered.

The reconstructed electrons (the reconstructed cluster with the associated track)
are a mixture of prompt electrons and electrons coming from a photon conversion,
since both can be characterised by the associated track. The identification criteria,
discussed below, are applied on the reconstructed electrons to separate the prompt
electrons and enhance the purity of the electron sample.

4.1.2 Identification

The electron identification in ATLAS in 2011 is performed with a cut-based approach.
The calorimeter, tracking and combined variables are used for the selection. The
identification criteria are optimised to provide a good separation between the signal
and background electrons as well as jets faking electrons. The background electrons
come mainly from the photon conversion or Dalitz decays of 7° (7 — e¢*e~ 7, BR
= 1.12%). The jets might contain real electrons from the B-hadron decays. These
electrons are primarily not isolated from other particles inside the jet contrary to the
“signal electrons” that are usually isolated.

Three sets of cuts with increasing background rejection power and decreasing
signal efficiency are defined: loose, medium and tight with an expected jet rejection
power of about 500, 5,000 and 50,000 based on the Monte Carlo simulations. A brief
summary of the identification criteria is given below, more details can be found in
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Ref. [1]. Only calorimetric information (e.g. lateral width of the shower in the middle
layer of the calorimeter, hadronic leakage-ratio of E in the hadronic calorimeter and
in the EM cluster) is used for the loose selection. More shower width variables (e.g.
total shower width in the first layer of the EM calorimeter), track quality requirements
(e.g. number of hits in the Pixel and SCT detectors, transverse impact parameter)
and the matching of the track and the cluster (requirement on A7 between the track
and the cluster) are added to form the medium selection. The tight selection adds
E /p ratio and particle identification using information from TRT detector (e.g. ratio
of high threshold TRT hits to the total number of hits in TRT). The tight selection
reduces the number of electrons coming from conversions using e.g. a cut on the
minimum number of hits in the B-layer (the innermost layer of the Pixel detector
barrel region). The selection cuts are optimised in several 17 and E bins in the range
of the electron transverse energy from 5 GeV to approximately 100 GeV.

Electrons passing tight identification criteria with ET > 17 GeV in the central
region of the detector (|n| < 2.47) are used in the Z — 77 analysis. Hence espe-
cially the electrons passing tight identification cuts in the relevant energy region are
discussed in more details below.

4.2 Methodology for the Electron Efficiency Measurements

The electron efficiency measurements represent an important part for the cross sec-
tion measurements because the measured electron spectrum has to be corrected for
efficiencies related to the electron selection. According to Ref.[1], the correction
factor is defined as a product of different efficiency terms and it can be written in the
case of the single electron in the final state as follows

C = €cvent - Qreco * €ID - €trig * €isol 4.1)

where €.ye,; stands for the efficiency of the event selection cuts, a.¢, denotes the
reconstruction efficiency to find an electromagnetic cluster and to match it to a recon-
structed track in the required kinematic range, ¢;p means identification efficiency
with respect to all reconstructed electron candidates, ¢,;¢ and €;5,; represent trig-
ger and isolation cuts efficiency with respect to all reconstructed electrons passing
considered identification criteria. The measurement of ¢;p is described in details in
Sect.4.3, €,rig in Sect.4.4 and €;40; in Sect.4.5. The measurement of oveco 1S DOt
discussed in this chapter, but details can be found in Ref. [1].

The electron efficiency measurements are performed by means of a so-called
tag and probe (T&P) method. The T&P method is based on finding a clean sample
of real electrons (called probe electrons) using a specific selection cuts (called rfag
requirements) applied on another object in the event. A well-identified electron is
used as the tag in the Z — ee and J /1) — ee events and a high missing transverse
energy in the W — ev T&P method. The efficiency of any electron selection cut
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(e.g. identification cuts, isolation requirements, electron trigger) can be studied on
the sample of the probe electrons.

After the event selection is done and the probe electrons are found, the probe
sample might suffer from a background contamination coming primarily from the
jets reconstructed as electron candidates. This is the case of the electron identifica-
tion efficiency measurement where the probe electrons are all reconstructed elec-
trons (the reconstructed cluster with the associated track without any identification
requirements stands for the reconstructed electron). Therefore a dedicated back-
ground subtraction has to be performed. After the background subtraction is applied,
the number of all probes (Nprobe) and the number of probes passing the considered
selection cut (Np,ss) are derived. The selection efficiency € is calculated as a fraction
of probe electrons passing the required criteria (€ = Npass/ Nprobe)-

The measurements are performed in both data and Monte Carlo simulated samples.
Differences between the efficiencies in data and Monte Carlo simulations have been
found. The differences come mainly from the description of the electron shower
shapes in the Monte Carlo simulations. Correction factors defined as the ratio of
efficiency measured in data and in Monte Carlo simulations and (ega/€émc) are
derived in bins of electron 1 and Et. These factors, so-called scale factors, are
applied on the Monte Carlo efficiency predictions in order to come to an agreement
with real data measurements. More details about the usage of the scale factors in
the specific physics analysis (Z — 77 cross section measurement) can be found in
Sects.5.3.2 and 5.6.1.

4.3 Electron Identification Efficiency with W Tag
and Probe Method

The measurement of the electron identification efficiencies and scale factors with
W T&P method is described in this section. The identification efficiency is defined
as a fraction of reconstructed electrons passing the considered identification criteria
(loose, medium or tight). An additional track quality cut has to be required for the
reconstructed electrons to suppress the beam-halo background. More precisely, the
identification efficiency is defined as €;p = Npass/ Nprobe Where

® Nprobe 18 the number of reconstructed electrons, i.e. the reconstructed cluster with
the associated track without any identification requirements, with the additional
track quality cut

® Npass is the number of reconstructed electrons with the additional track quality
cut passing the considered identification cuts (tight criteria in case of Z — 77
analysis).

Since no identification cuts are applied to probe electrons, the contribution of
background electrons might be high for the probe electrons. Therefore the back-
ground subtraction is the key point in the identification efficiency measurement.
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4.3.1 Data and Monte Carlo Samples

Data samples collected during the first part of 2011 data taking period are used in
the W T&P analysis. Data collected at /s = 7 TeV with stable beam conditions in
the subset of luminosity blocks with no serious problems in the various subsystems
are considered. The analysed data sample corresponds to the integrated luminosity
of approximately 2.1 fb~!.

The W — ev signal Monte Carlo samples are generated with the Pythia generator
[2] and processed through the full detector simulation based on the Geant4 simulation
programme [3]. The average number of minimum bias collisions per bunch crossing
is approximately six during the considered data taking period [4]. The pile-up is
also simulated in the Monte Carlo samples, but the average number of interactions
per bunch crossing does not correspond to the values measured in data. Therefore a
special re-weighting procedure is applied to the Monte Carlo simulated samples to
agree with the pile-up conditions measured in data.

4.3.2 Event Selection

The selection of W — ev events is described in this section. The standard event
cleaning procedure used in ATLAS experiment is introduced. The triggers used for
selecting the Wevents are discussed. Then analysis-specific cuts suppressing the
most important backgrounds (mainly multijet events) are presented.

Event Cleaning

The event cleaning and the selection of good collision events is performed as the first
step of the event selection. The collision events are selected by requiring a primary
vertex with at least three associated tracks. Furthermore, an additional check on the
quality of jets in the event is performed. The event is rejected if a problematic jet is
found as it might affect the measurement of the missing transverse energy (E%‘iss)
which is crucial for the W T&P analysis.

Finally, the quality check on the reconstructed electrons is also done. Due to the
fact that the electromagnetic calorimeter experienced hardware problems during the
2011 data taking period leading to an acceptance hole in the calorimeter, the electron
is rejected if it is localised in the region of the readout problems. The acceptance hole
is not simulated in the Monte Carlo samples used in the analysis and a correction
factor accounting for the acceptance lost is applied to the simulated samples.
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Trigger Requirement

Since the single electron trigger might bias the selection of the probe electrons, the
missing transverse energy triggers have to be used in the W — ev T&P analysis.
However, the development and usage of the E%“iss triggers is challenging in the
high luminosity environment at the LHC. A set of various missing transverse energy
triggers available during 2011 data taking, selecting always unprescaled triggers with
lowest possible threshold, is used.

The triggers based on the ErTniss significance, where the E%‘iss resolution is para-
metrised and a threshold for the ratio of ET"** over its significance is set, are consid-
ered in the first periods of 2011 data taking. Later in 2011, a loose requirement on
an electron candidate track and a minimal distance of the missing transverse energy
from a nearby jet object has to be added to the Efrniss significance requirement to cope
with increasing luminosity conditions. The list of triggers used in data is summarised
in Table 4.1.

Due to the rapid changes in the trigger configuration during 2011 data taking
period, the trigger setup in Monte Carlo simulated samples is not identical to the
configuration in data. Moreover, some of the triggers used for data collected during
2011 are missing in the simulated samples. The trigger collection used for the Monte
Carlo simulated events is composed from the available triggers in a way to correspond
to the appropriate fractions of events passing the given trigger in data.

The triggers used in the W T&P studies are defined especially for allowing this
method to be used with 2011 data and therefore it is not expected to bias the W
T&P selection. Nevertheless, the possible bias of the efficiency measurement on the
trigger type has been studied and it is found to be negligible. More details are given
in Sect.4.3.5.

Table 4.1 List of triggers at the event filter (EF) level used for the W T&P analysis with their
fractions measured in data after the whole event selection

Trigger Number of probes Fraction (%)
EF_xs60_noMu_L1EM10XS45 3.1 x 10° 19.3
EF_xs75_noMu_L1EM10XS50 9.4 x 103 0.6
EF_g20_etcut_xe30_noMu 1.5 x 104 0.9
EF_el3_etcut_xs60_noMu 7.8 x 10° 47.9
EF_el3_etcut_xs60_noMu_dphi2j10xs07 5.1 x 103 31.2

The fraction of events with the given trigger is calculated assuming the priority of the triggers
given by the trigger threshold, corresponding to the position in the table. Briefly, the meaning of the
labels is the following: xs60, resp. xs75 stands for the E%“iss significance cut, noMu means that no
correction for the possible presence of muons is applied, g2 0 looks for a photon with ET > 20 GeV
at EF, xe3 0 means missing transverse energy cut, e13_etcut requires a calorimeter cluster with
Et > 13 GeV with a good-quality track pointing to it, dphi2j10xs07 represents a cut on the
minimal azimuthal distance of the E%‘i“ vector and the jet at 0.7 similar to the cut A¢ used also in
the offline selection described in the text
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Event Selection Cuts

The event selection is optimised to find a clean sample of W — ev events with-
out applying any identification cut on the reconstructed electron. Due to the large
background coming from jets reconstructed as electron candidates at low electron
energies, the efficiency measurements with W T&P method are performed for re-
constructed electrons with ET > 15 GeV. As already mentioned, only “central
electrons” with |n| < 2.47 are considered in the analysis.

First, a so-called Z boson veto is applied in order to reduce the contamination
from the Z+jets background. The event is rejected if two or more electrons passing
medium identification criteria with ET > 15 GeV are found.

Then a cut on the missing transverse energy is performed. The reconstruction of
the missing transverse energy uses the energy deposits in the calorimeter and the
reconstructed muon tracks.! The missing transverse energy has to satisfy E%‘iss >
25 GeV.

Next, a transverse mass of the W candidate (m) is a good discriminant variable
between W — ev events and the multijet background

mr = \/ZET(e) - EMsS . [1 — cos Ag(e, EMIS)] (4.2)

The multijet background events can be characterised by low values of mT contrary
to the signal events. Events passing mt > 40 GeV are selected.

Furthermore, a special cut to reduce the multijet background is applied. The fake
electrons coming from multijet events can be reduced to a large extent by requiring the
E%’iss vector to be isolated from the jets in the event[1]. The difference A¢ between
the azimuthal angles of the missing transverse energy vector and any reconstructed jet
with ET > 10 GeV isrequired to be larger than 2.5. The strict cut is chosen especially
to reduce significantly the multijet background in the low ET region (ET < 25 GeV)
even for the price of the non-negligible signal loss. Another motivation for this cut-
value is the trigger evolution. At the end of 2011 data taking period the missing
energy trigger used for W T&P contains the A¢ cut at 2.0 and a higher cut value is
used in the offline selection.

Finally, due to the presence of the beam-halo background muons producing high-
energy bremsstrahlung clusters in the EM calorimeter, track quality requirements (at
least one pixel hit and a total of at least seven pixel/SCT hits on the reconstructed
track) are applied to all reconstructed electrons[1].

The efficiency of the individual event selection cuts for data corresponding
to approximately 2.1 fb~! is shown in Table 4.2. Only events passing the whole
cutflow chain are considered in the analysis. The reconstructed electrons in the given

! The missing transverse energy is calculated as a vector sum E{-‘““ = E%‘iss (calo)+ EIT‘“SS (muon) —
E'Tniss (energy loss), where E'Tniss (calo) is evaluated from the energy deposits in the calorimeter cells

inside topological clusters, E%’i“ (muon) is the sum of the muon momenta and E%liss(energy loss)
is a correction term accounting for the muons’ energy lost in the calorimeters.
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Table 4.2 Number of data corresponding to approximately 2.1 fb~! during the event selection
chain

Number of events Relative acceptance (%)
Trigger and event cleaning 2.020 x 107 100.0
Electron kinematic cuts 1.733 x 107 85.8
Z boson veto 1.732 x 107 100.0
EMisS > 25 GeV 1.397 x 107 80.7
mt > 40 GeV 1.363 x 107 97.6
AG(EMSS jet) > 2.5 1.808 x 10° 13.3
Track quality 1.619 x 10° 89.5
Number of probes 1.619 x 10° 100.0
Number of loose electrons 1.402 x 10° 86.6
Number of medium electrons 1.342 x 10° 82.9
Number of tight electrons 1.106 x 10° 68.4

The relative acceptance is given with respect to the previous cut. The numbers under relative
acceptance for electrons passing loose, medium and tight identification criteria are raw efficiencies
with no background subtraction applied. Therefore they do not represent any measurement of the
efficiency, but it is for information only

kinematic region passing the track quality cuts form the probe electrons and the
efficiency of the electron identification cuts can be measured on this sample.

Various kinematic variables for electrons passing tight identification cuts, where
the background contamination in data is negligible, in both data and Monte Carlo
simulations are shown in Fig.4.1. The whole selection chain is applied and no back-
ground subtraction is done at this step. The overall agreement between data and
Monte Carlo is good and the residual differences in the electron ET spectrum, mt
and EITniSS distributions can be explained by different triggers used in data and in
Monte Carlo simulations.

4.3.3 Background Subtraction

A clean sample of real electrons at the probe level is very important for a precise
measurement of the electron identification efficiency. The largest contamination of
the jets being mismeasured as an electron candidate is expected in the low energy
region (ET < 25 GeV) where a careful treatment of the background is especially
required.

The observable suitable for discriminating the isolated signal electrons from the
jets faking electrons is required to be defined without using any of the electron
identification criteria. The calorimeter isolation of the electron was chosen as the
discriminating variable [1]. Even though being slightly correlated to some of the elec-
tron identification variables (e.g. hadronic leakage Rp,q-ratio of ET in the hadronic
calorimeter and in the EM cluster), it has been found to be the best choice. The
calorimeter isolation is defined as a sum of the transverse energies of all cells in the
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Fig. 4.1 Kinematic distributions for the tight electrons selected by the W T&P method in data
and in Monte Carlo simulations. No background subtraction is performed at this stage. The Monte
Carlo simulated samples are normalised to data in all figures

EM and hadronic calorimeter within the given cone size (AR = 0.3 or 0.4) in the
1 — ¢ space, the energy deposits in cells associated to the electron cluster itself are
subtracted from the sum. Finally, the sum is normalised to the transverse energy of
the electron to minimise the ET dependence of the isolation variable. The calorimeter
isolation with the cone size AR = 0.3, resp. 0.4 is denoted as ETCone30/ ET, resp.
E1Cone40/ET in the text.

The real electrons from W — ev decay are preferably isolated and the calorime-
ter isolation is expected to peak at values close to zero. The width of the distribution
is given by the contributions of the electronic noise, pile-up and shower leakage. On
the contrary, fake electrons from multijet background would form a much broader
distribution with values even larger than one. The spectrum of the ETCone40/ET
variable is shown in Fig.4.2 for both data and Monte Carlo simulations. The long
tail in the region with large isolation values for probe electrons in data comes from
the residual multijet background. The tail vanishes when the tight identification cri-
teria are applied to the reconstructed electrons. A good agreement between the probe
electrons and electrons passing tight identification criteria can be observed in the
low isolation region where the background contribution is small. On the other hand,
the agreement between data and Monte Carlo shows some discrepancies. The Monte
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Fig. 4.2 Spectrum of the isolation variable ETCone40/ET for probe electrons, electrons passing
tight identification cuts in data and tight electrons from W — ev Monte Carlo. All distributions are
normalised to unity. Electrons with 35 GeV < Et < 40 GeV in the whole pseudorapidity region
except the crack (1.37 < |n| < 1.52) are considered. The long tail to large values of ETCone40/ET
for probe electrons is caused by fake electrons coming from the multijet background

Carlo distribution is slightly shifted to lower values of the isolation variable in the
region of the peak. However, the isolation variable is rather a handle to discriminate
signal electrons from fake electrons coming from the multijet background in data
and no direct comparison between data and Monte Carlo is performed in the analy-
sis. Therefore the absolute agreement in the isolation distribution between data and
Monte Carlo is not crucial for the efficiency measurements.

The background estimation is done using data driven background templates. The
background templates are constructed separately for probe electrons and for elec-
trons passing identification criteria. Both background templates are built by selecting
such probe electrons that are likely to be fake electrons coming from the multijet
background. The set of fake electrons is built by requiring the reconstructed electrons
to fail certain identification cuts, i.e. the total shower width in the first layer of the
EM calorimeter, ratio of high threshold TRT hits to the total number of hits in TRT
and ratio in ¢ of cell energies in the middle layer of the EM calorimeter. Gener-
ally, the set of variables used for building the background template is chosen by two
main requirements. First, a good agreement in the shape of the electron calorimeter
isolation outside the signal region between the background template and the data is
required. Second, a reasonable statistics of the background template in all  and ET
bins is necessary. A robust background template is built by requiring the probe elec-
trons to fail two out of three identification variables mentioned above. Two different
background templates are defined in this way and they are used in the calculation
of the systematics as described in Sect.4.3.5. The template for electrons passing the
identification cuts (the numerator in the efficiency calculation) is built in the same
way and in addition the electrons have to fulfil the Rpag cut. The hadronic leakage
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Fig. 4.3 Calorimeter isolation (ETCone40/ ET) for probe electrons in two ET bins: 20 — 25 GeV
on the left hand side and 35 — 40 GeV on the right hand side (note the logarithmic scale). Electrons
in the whole considered pseudorapidity region excluding the crack region (1.37 < |n| < 1.52) are
used. The background templates, defined by inverting the cuts on the total shower width in the first
layer of the EM calorimeter and the ratio of high threshold TRT hits to the total number of hits in
TRT, are also shown in the figures

is highly correlated with the electron isolation and this cut is used in the medium
and tight selection. Adding this cut is necessary to obtain a good agreement in the
isolation shapes for electrons passing the identification criteria.

The last step to derive the number of signal events is to normalise correctly the
background template and subtract the estimated background from data. A signal
region is defined by a certain isolation threshold, e.g. 0.4. The background templates
are expected to be signal free outside the signal region and are normalised to the data
in this region. The background templates are used to subtract the residual background
in the signal region after the normalisation is applied.

An example of the background templates for probe electrons in two electron Et
bins is shown in Fig. 4.3. The significant level of the background in the low ET region
(20 < ET < 25 GeV) can be seen. On the contrary, the bin with electrons within
35 < ET < 40 GeV has a very low background level already for probe electrons.
The background template agrees well with data outside the signal region as required.

The number of signal and background electron probes in data as well as signal over
background ratios (S/B) in different ET bins can be found in Table 4.3. The largest
contribution of the background is in the lowest ET bins (ET < 25 GeV) where the
S/ B ratio is smallest. The signal region becomes very clean with increasing electron
energy. The highest statistics is available in the region 35 < ET < 40 GeV.

4.3.4 Efficiency and Scale Factors Measurement

The number of probes and electrons passing the identification criteria are extracted
after the background subtraction procedure is performed. The efficiency of the iden-
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Table 4.3 Number of signal and background probes and signal over background ratios (S/B) in
the signal region (ETCone40/ET < 0.4) in different ET bins

E1 (GeV) Signal Background S/B

15-20 16132 £ 260 11174 £ 201 1.44 £ 0.03
20-25 71439 £ 467 23339 £ 351 3.06 +0.05
25-30 198573 + 634 21807 £ 427 9.1£0.2
30-35 369511 £ 714 12478 £ 358 29.6 £0.9
3540 463429 £ 722 5582 £ 227 83.0+34
40-45 197036 + 462 2162 = 118 91.1 £5.0
45-50 34740 £ 198 825 + 61 42.1+£3.1

Electrons over the whole pseudorapidity region excluding the crack region (1.37 < |n| < 1.52) are
summed up. The errors are statistical only. The data sample corresponds to 2.1fb~!

tification cuts in both data and signal Monte Carlo samples? are measured in bins of
the electron pseudorapidity and transverse energy. The n-dependent efficiencies and
scale factors are derived using electrons with 20 GeV < Et < 50 GeV, whereas the
Et-dependent values are integrated over the whole pseudorapidity region excluding
the crack region (1.37 < |n| < 1.52). The measured efficiencies and scale factors
(edata/emc) for electrons passing tight identification criteria are shown in Fig. 4.4.

The efficiencies for tight electrons are not uniform as a function of pseudorapidity.
It is caused by the fact that the tight identification requires the tracking information
and is therefore sensitive to interactions of the electron with the inner detector ma-
terial.

The identification efficiencies show differences between data and Monte Carlo
simulations which can be quantified by the scale factors (€gaa/emc). The largest
deviation between data and Monte Carlo predictions is observed in the crack region
(1.37 < |n] < 1.52) where a precise description of the material is very difficult.
The differences in other 1 and ET bins can be explained by imperfect simulations
of some of the electron identification variables. Especially the distributions of the
variables using the calorimeter shower shapes or high threshold TRT hits do not
agree perfectly in data and in Monte Carlo simulations as discussed in Ref.[1]. The
Et dependence of the scale factors is expected to be related to the lateral shower
shapes which might differ more from the Monte Carlo expectations in the low Et
range.

2 So-called loose truth matching of the electron is required in the Monte Carlo samples. The loose
truth matching includes these cases: First, the electron track in the inner detector is directly matched
to the primary electron. Second, electrons are indirectly matched to the true primary electron,
meaning that hits in the inner detector correspond to the electron track generated by bremsstrahlung
photons or final state radiation photons from the hard process itself. On the contrary, the tracks
belonging to charged hadrons or photons conversions from 7° decays in hadronic jets are omitted
by the loose truth matching. This is the desired behaviour since events with a jet being mismeasured
as an electron contribute to the so-called the multijet background and are removed by the background
subtraction procedure.
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Fig. 4.4 Identification efficiencies (upper row) and scale factors (lower row) for electrons passing
tight identification cuts. The 7-dependent efficiencies and scale factors (figures on the left hand
side) are derived using electrons with 20 GeV < E1 < 50 GeV , whereas the ET-dependent values
(figures on the right hand side) are integrated over the whole pseudorapidity region excluding the
crack region (1.37 < |n| < 1.52). The error bars represent the total uncertainties (statistical and
systematic errors summed in quadrature)

4.3.5 Systematic Uncertainties

The main source of the systematic uncertainty on the measured scale factors is com-
ing from the background subtraction which is the crucial part of the identification
efficiency measurement. Several variations on the background subtraction are per-
formed to derive the systematic uncertainty associated with it:

e Two different cone sizes (AR = 0.3, 0.4) of the calorimeter isolation are used to
build the discriminant (ETCone30/Et, ETCone40/ET).

e The threshold defining the signal and background regions in the isolation variable
is varied from 0.3 to 0.5.

e Two different background templates are defined by inverting slightly different
identification variables.

All these parameters are varied independently resulting in 20 variations in total.
Based on the high number of possible variations, none of the configuration is found
to be the preferred method and all variations are treated as being equivalent. The
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Fig.4.5 Identification efficiency for tight identification criteria derived with different sets of triggers
used in the W T&P analysis. Trigger type 1 stands for the triggers without any electron cluster
requirement, type 2 means triggers with a requirement on the calorimeter cluster with a good-
quality track. Electrons in the range 20 GeV < ET < 50 GeV have been used. The error bars
represent the total uncertainties (statistical and systematic errors summed in quadrature)

nominal value and the statistical uncertainty in each bin are given by the mean value
from all variations in the considered bin. The systematic uncertainty is estimated as
the standard deviation of all 20 efficiency measurements.

Moreover, the effect of different triggers used for the efficiency measurements
has been studied. The measured efficiencies in data derived with different sets of
triggers (requiring a calorimeter cluster with a good-quality track at the EF level
or not) are shown in Fig. 4.5. The largest difference is found in the crack region
(1.37 < |n] < 1.52), but this region is usually not used in the physics analysis. The
difference in the 7n-bin —2.47 < 1 < —2.37 is assumed to be a statistical effect due
to a good agreement seen in the 7-symmetric bin 2.37 < n < 2.47. Otherwise, the
measurements with different triggers are in a good agreement and no significant bias
from the triggers used to select W T&P events is observed. Therefore no additional
systematics related to the set of triggers is assumed.

Pile-up might be another source of systematics in this study. The data used in
the analysis were collected during the first part of year 2011 where the average
number of pile-up collisions was approximately 6. The identification efficiency is
found to be decreasing with the number of pile-up vertices in both data and Monte
Carlo simulations. The scale factors are found to be stable against the pile-up in the
analysed dataset and no additional systematics related to pile-up is assigned.

The measured efficiencies for tight electrons in data and in Monte Carlo sim-
ulations as well as the scale factors together with their statistical and systematic
uncertainties in bins of ET are listed in Table 4.4. The precision measurements in
the low ET region (ET < 30 GeV) are limited by the systematic uncertainty which
is significantly larger than the statistical uncertainty in this region. In particular, in
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Table 4.4 Identification efficiencies and scale factors for tight electrons with their statistical (first
uncertainty) and systematic (second uncertainty) errors in different ET bins

ET (GeV) Data (%) Monte Carlo (%) Scale factor

15-20 59.6£0.9+2.8 68.3+0.4 0.873 £0.014 £ 0.041
20-25 63.1+£04+1.6 68.6 +0.2 0.919 £ 0.006 £+ 0.024
25-30 70.0£0.2+0.7 71.9+0.2 0.972 £ 0.003 £ 0.010
30-35 75.7+£0.1+£0.2 74.6 £0.1 1.015 £ 0.002 £ 0.002
35-40 79.5+0.1 £0.1 77.1£0.1 1.031 £ 0.002 £+ 0.001
4045 81.9+0.1 £0.1 78.9+0.2 1.038 £ 0.002 £ 0.001
45-50 81.9+03+£0.2 80.8+0.4 1.013 £ 0.006 £ 0.003
20-50 76.6£0.1+£0.3 75.0£0.1 1.021 £ 0.001 £+ 0.004

The uncertainty associated to the Monte Carlo simulations comes from the limited statistics of the
samples. The integration over the pseudorapidity region excluding the crack region (1.37 < || <
1.52) has been performed

the lowest ET bin (15 GeV < ET < 20 GeV) where the statistical uncertainty of
2% and systematics of 5% occur. The tight identification scale factors systematic
uncertainty is 1 % or smaller for electrons with ET > 25 GeV.

4.3.6 Application of the Identification Scale Factors
in Physics Analysis

The identification scale factors are used in most of the physics analyses in the ATLAS
experiment, e.g. in the Z — 77 cross section measurement as described in more
details in Sects.5.3.2 and 5.6.1, to correct the efficiencies predicted by Monte Carlo
simulations. The final scale factors which are used as an event weight in the Monte
Carlo simulations are derived in two steps. First, the combination of different T&P
methods is done in each ) and ET bin. Second, the 7 and ET dependent scale factors
are multiplied to provide the final scale factor for the considered electron. These two
steps are described in more details below.

The 1 and ET dependent identification scale factors are measured not only by
means of the W T&P method, but also Z — ee and J/i¢) — ee decays are used
to derive the efficiencies and scale factors. These three sets of measurements are
independent as various triggers, different event selection and background subtraction
methods are used. The W and Z T&P measurements are performed in the same
kinematic region (15 GeV < ET < 50 GeV), whereas the J /v channel measures
the electrons with lower transverse energy (7 GeV < E1 < 20 GeV). The results
obtained with different tag and probe methods with 2011 data samples are compared
in Ref. [5] showing a reasonable agreement between the measured efficiencies.

The kinematic range used in Z — 77 analysis is ET > 17 GeV. The J/v¢
measurement suffers from rather large systematics in the region 15 GeV < Et <
20 GeV. Thus this measurement is not used for the combination and only the results
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from W and Z T&P measurements are combined. The combined scale factors in each
n and ET bin are derived by the summation of the individual scale factors weighted
by their total uncertainties (statistical and systematic errors summed in quadrature)
using the standard error propagation formula. The combination of the W and Z
results can be written as

SFw/ASF}, + SFz/ASF;

: 4.3
1/ASF}, + 1/ASF} @3

S Feombined =

1

AS Feombined = .
combined I/ASF%V—FI/ASF%

“4.4)

The scale factors derived by W and Z T&P methods agree with the combined scale
factors within their total uncertainty justifying a good meaning of the combination.

For datain the first part of 201 1, the identification scale factors are given separately
in bins of 7 and ET as shown in the text. The final identification scale factor taking
into account both dependencies is given by the product of the 7-dependent and
Et-dependent scale factors. The product has to be corrected by an average scale
factor (S Fyp (average)—scale factor averaged over both  and ET) in order to avoid
double-counting

SFip(ET)

SFip(. E) = SFip() - <= -
1p (1, ET) 1p(n) S Fyp(average)

(4.5)

These factors are used in the Monte Carlo simulations where for a selected electron
passing medium, resp. tight identification criteria appropriate n7 and ET dependent
scale factors are looked up and used to build the corresponding event weight.

4.4 Single Electron Trigger Efficiency with W Tag
and Probe Method

A combined electron and hadronic 7 trigger is used inthe Z — 77 analysis (Chap. 5).
The two parts of the trigger are considered to be uncorrelated and the efficiency of
the combined trigger is calculated as a product of the two independent efficiencies.
This assumption has been checked and confirmed in the Z — 77 analysis.

The electron part of the trigger used for the Z — 77 analysis, EF_el5_medium,
searches for an electron trigger object with ET > 15 GeV at the event filter (EF)
level. The measurements of the electron trigger efficiency and scale factors for this
particular trigger are performed with respect to electrons passing tight identification
criteria which are used in the Z — 77 cross section measurement.

The W — ev tag and probe method is used for the trigger efficiency mea-
surement. The methodology is very similar to the measurement of the identification
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efficiency described above. The missing transverse energy triggers listed in Table 4.1
are designed to allow both the electron identification efficiency as well as single elec-
tron trigger efficiency measurements with W T&P. The event selection remains the
same as described in Sect.4.3.2, only the definition of probe electrons and electrons
passing the required criteria changes. The probe electrons with ET > 17 GeV are
required to pass tight identification cuts (Nprobe), €xactly as selected electrons in
the Z — 77 analysis. Then the probability of the probe electrons to be matched to
the EF_el5_medium trigger object within the distance of AR = 0.15 (Npass) is
studied.

Due to the fact that the probe electrons are required to fulfil tight identification
requirements, the background contamination is negligible in this study and no back-
ground subtraction is performed. The signal region is simply defined by a cut on the
electron calorimeter isolation, as it is done in the case of the identification efficiency
measurement. The measurements are performed in bins of electron ET and 7. The
pseudorapidity and also ET binning is coarser than the one used for the identification
efficiency. Due to the fact that the region close to the trigger cut is difficult to describe
in Monte Carlo simulations, the ET range between 17 and 20 GeV is studied more
carefully. Similarly as in the case of the identification scale factors, the measured
scale factors are found to depend on the electron ET apart from the 7 dependence.
The measurement is assumed to be symmetric in 7). Thus the absolute value of 7 is
used to enhance the statistics in the lowest E1 bin from 17 to 20 GeV. The scale
factors are derived using a 2-dimensional binning of E1 X |n| as shown in Fig.4.6.

The systematics of the measured trigger efficiency and scale factors is estimated
in the same way as for the identification efficiency measurements: Several variations
on the selection of the signal region are performed, namely two isolation variables
are used (ETCone30/ET and ETCone40/ET) and the isolation threshold defining
the signal region is varied from 0.3 to 0.5. The mean value of the results coming from
all variations is taken as the nominal value and the systematic uncertainty is given
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Fig. 4.6 Single electron trigger (EF_e15_medium) efficiency measured in data (left hand side)
and scale factors (right hand side), both with respect to tight identified electrons. The crack region
(1.37 < |n| < 1.52) is removed from the calculation. The error bars represent the total uncertainties
(statistical and systematic errors summed in quadrature)
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by the spread of the individual measurements. The measured efficiencies and scale
factors together with their statistical and systematic uncertainties are summarised in
Appendix A.

The derived electron trigger scale factors are used in the Z — 77 analysis in the
same way as the identification scale factors—to correct the Monte Carlo predictions
and for the systematics studies. More details are given in Sects.5.3.2 and 5.6.1.

4.5 Electron Isolation Efficiency with Z Tag and Probe Method

The lepton isolation is used in many physics analyses in order to reduce the multijet
background. The isolation of electrons is also used in the Z — 77 analysis. The
calculation of the electron isolation cuts efficiency specific for the Z — 77 analysis
is shown in this section.

Several isolation criteria can be defined for electrons. One of them is based on the
calorimeter information as already defined in Sect.4.3.3. The calorimeter isolation
in the cone of AR = (0.4 is used in the Z — 77 analysis. The other isolation variable
is using the tracking information. The track isolation is defined in a similar way as
the calorimeter isolation: It is calculated as a scalar sum of transverse momentum
of the charged particles’ tracks in a cone of radius AR = 0.4 in n — ¢ excluding
the track belonging to the electron itself. The relative isolation, the isolation variable
divided by the electron transverse energy, is considered to reduce the dependence of
the isolation variables on the electron momentum. It is denoted as prCone40/ET in
the following.

The isolation efficiency is analysis-dependent because different isolation require-
ments are necessary for different analyses. The following isolation criteria applied
on electrons passing tight identification criteria are used in the Z — 77 analysis
(more details in Sect.5.3.2): prCone40/ET < 0.06 and ETCone40/ET < 0.1. The
measurement of the isolation efficiency by means of the Z T&P method for these
specific criteria is shown below.

The tag electron in the Z — ee tag and probe method must fulfil Et > 20 GeV
cut and be matched to the EF_e20_medium trigger object. Furthermore, the tag
electron is required to pass tight identification criteria and an isolation requirement
of ETConed4(0/ET < 0.2 is applied on the tag. The probe electron has to pass tight
identification criteria as well and the transverse energy cut is lowered to 17 GeV to
correspond to the cut used in the Z — 77 analysis. The invariant mass of the tag
and probe pair is required to be in the Z boson mass window, namely between 81
and 101 GeV. Due to the very strong requirements on both tag and probe electrons
(both passing tight identification cuts), the background contamination is negligible
and no background subtraction is necessary in this case.

The isolation efficiency as well as scale factors are found to be dependent on elec-
tron pseudorapidity. Moreover, also non-negligible transverse energy dependence of
the scale factors is observed as shown in Fig.4.7. In order to account for both 7 and
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Fig. 4.7 Electron isolation (pyCone40/Et < 0.06 and ETCone40/ET < 0.1) efficiency and scale
factors with respect to electrons passing tight identification criteria. The crack region (1.37 < |n| <
1.52) is removed from the calculation. The error bars represent the total uncertainties (statistical
and systematic errors summed in quadrature)

ET dependence, the scale factors are derived using a 2-dimensional binning with
9 x 4 binsinn x ET.

The systematic uncertainty on the derived scale factors comes mainly from the
Z T&P method itself. Several variations in the method (e.g. loose requirements on
the tag electron—medium identification, no isolation or a change of the invariant
mass window) are performed to evaluate the systematics on the scale factors. The
individual contributions are assumed to be independent and are evaluated by changing
one by one in the nominal selection in contrast with the full variation scan in the
previous cases. All shifts from the nominal value are added in quadrature together
with the statistical uncertainty to estimate the total uncertainty. The motivation for
the simpler treatment of the systematics is the negligible background in this case
whereas the background subtraction is the main source of uncertainty in the case of
the identification cuts efficiency measurements. The measured efficiencies and scale
factors together with their statistical and systematic uncertainties are summarised in
Appendix B.

The measured electron isolation scale factors are also used in the Z — 77 cross
section measurement to correct the Monte Carlo predictions and for the evaluation
of the systematic uncertainties. More details are given in Sects.5.3.2 and 5.6.1.
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Chapter 5
Z — 171 Cross Section Measurement

The measurement of the Z — 77 cross section in proton-proton collisions at the
centre of mass energy of 7 TeV with the ATLAS experiment is described in this
chapter. The analysis has been performed in three different final states determined by
the decay mode of the 7 lepton. The data sample collected during 2011 corresponding
to an integrated luminosity of 1.34—1.55 fb~! depending on the final state is used.
The cross section is measured in the 77 invariant mass range 66 < m.r < 116 GeV
and is documented in Ref. [1].

Since the author of the thesis was involved mainly in the channel with one
7 lepton decaying into an electron and neutrinos and the other one hadronically
(Z — 717 — e + hadrons + 3v), so-called electron-hadron channel, this channel is
described in more details in this chapter. The other measured final states are men-
tioned only briefly for completeness. Figures and numbers shown in this chapter are
for the electron-hadron channel only.

The organisation of the chapter is following: First, the motivation for the Z — 77
measurement is given (Sect.5.1). Next, the signal signature and main background
sources are summarised (Sect.5.2). The object and event selection is described in
the next section (Sect.5.3). Then details about the background estimation are given
(Sect. 5.4). Afterwards, the methodology used for the derivation of the cross section is
introduced (Sect. 5.5). The estimation of the systematic uncertainties is described next
(Sect. 5.6). Finally, the results obtained in the electron-hadron channel are combined
with the measurements in the other Z — 77 final states to derived the total cross
section (Sect.5.7).

5.1 Introduction

The motivation for measuring the Z — 77 process can be summarised in three
items. First, the Z — 77 process represents a background to some of the Higgs
boson searches (H — 77). On top of that, it is a complementary measurement to
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the Z boson decays into a pair of electrons or muons. Finally, this process plays an
important role in the 7 performance studies.'

Decays with 7 leptons in the final state can be a signature of so far unob-
served particles. The Standard Model decays of the W and Z bosons with 7 leptons
(W — 7v, Z — 77) are important backgrounds to these searches and therefore
a good understanding and description of these background processes is crucial. In
particular, the Z — 77 decay forms the dominant background to the Higgs boson
searchin the H — 77 channel in the Standard Model as well as in the MSSM model.
Since the Z — 77 process has the same signature as the signal, a number of analysis
techniques used in the H — 77 analysis can be tested with the Z — 77 process,
e.g. mass reconstruction methods.

The measurement of the Z — 77 cross section builds a complementary measure-
ment to the precision measurements in the Z — ee and Z — pp channels at the
LHC centre-of-mass energy. The measurements of the Z — 77 cross section were
performed by both ATLAS [2] and CMS [3] using data collected during 2010 corre-
sponding to an integrated luminosity of 36 pb~!. The new measurement performed
with the ATLAS detector uses larger statistics of a data sample collected during
2011 [1]. The data sets correspond to an integrated luminosity of 1.55 fb~! in the
muon-hadron (Z — 77 — p + hadrons + 3v, denoted as 7,,7,) and electron-muon
(Z - 77 — ep + 4v, denoted as 7,7;,) state and 1.34 fb~! in the electron-hadron
(Z — 77 — e + hadrons + 3v, denoted as 7,7y,) final state.

The Z — 77 process with one 7 lepton decaying leptonically and the other one
hadronically (denoted as 7y 7,) with a branching ratio of 45.6 % plays an important
role in the hadronic 7 reconstruction and identification studies. The advantage of the
T¢h channel is that a single lepton trigger can be used and therefore an unbiased
sample of hadronic 7 leptons can be selected. The variables used for the 7 identifi-
cation can be studied with this sample. Moreover, the measurement of the 7 trigger
and 7 identification efficiency can be performed.

5.2 Signal and Background Processes

Details about the 7 lepton decay modes and the typical Z — 77 signature are
presented in this section. The most relevant background processes are also discussed.

! The 7 lepton reconstruction in ATLAS means the reconstruction of the visible part of the hadron-
ically decaying 7 lepton (7 — hadrons + v;) where the visible part is built by the hadrons from
the 7 decay. More details about the 7 lepton decays are given in Sect.5.2.1 and the hadronic 7
reconstruction is described in Sect. 5.3.2. The reconstructed hadronic 7 lepton is called 7 candidate
in the following and denoted as 7y,.
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5.2.1 Z — 77 Signal Signature

The 7 leptons are very unstable and have a short lifetime (mean lifetime c7 =
87 pm) [4]. That is the reason why the 7 leptons decay before entering the detector
and only their decay products can be detected. The 7 leptons’ decays can be divided
into two categories:

e leptonic decays Decay modes with an electron 7~ — e~ v, (17.9 %) or a muon
T~ — vy (17.4 %) in the final state belong to the leptonic 7 decays.

The reconstructed electron or muon in the detector plus missing transverse energy
is the typical signature of the leptonically decaying 7 in the detector.

e hadronic decays Most of the hadronic decays can be characterised by one or

three charged pions and a tau neutrino possibly accompanied with few neutral
pions. More rare are decays involving other mesons, e.g. kaons. The hadronic
decays represent 64.7 % of 7 leptons’ decays. The hadronic decays are commonly
categorised in groups characterised by the number of charged particles in the final
state, i.e. by the number of tracks in the inner detector: Most frequent are decays
with one charged particle (76.5 % of hadronic 7 decays), so-called 1-prong decays.
The decays with three tracks in the inner detector (23.4 % of hadronic 7 decays),
so-called 3-prong decays, are more rare.
The typical signature of the hadronic 7 decays in the detector is a collimated
jet with low track multiplicity and a relatively narrow energy deposition in the
calorimeter compared to a jet produced by the hadronization of a quark or a gluon.
Whenever a 7 reconstruction in the ATLAS experiment is mentioned, the recon-
struction of the hadronic part (the collimated jet) of the hadronically decaying 7
lepton is meant.

The electron-hadron final state, Z — 77 — e + hadrons + 3v, discussed in this
thesis has a branching fraction of 23.1 %. The typical signature is an isolated lepton,
a hadronic 7 and a transverse missing energy coming from the neutrinos.

5.2.2 Background Processes

The hadronic 7 reconstruction and identification is more difficult than in the case of
leptons.> Moreover, a quark or gluon jet might be easily misidentified as a hadronic
7. Most of the background processes can be characterised by a true lepton and a jet
faking the 7 candidate.

The dominant background processes in the 7,7, channel are:

e Multijets The multijet background with its large production cross section has to
be carefully taken under control. The 7 candidate is typically a misidentified jet

2 Lepton, denoted as £, stands for an electron or a muon only in the following.



54 5 Z — 77 Cross Section Measurement

in these processes. The lepton candidate can be either genuine (e.g. leptons from
heavy-flavour decays) or a jet misidentified as a lepton (so-called fake lepton).
The lepton candidate is situated inside a jet in most cases and therefore isolation
criteria can be used to reduce the multijet background significantly.

e W+jets The W boson production is often accompanied by a jet which might
be misidentified as a hadronic 7. Two different W decays can contribute to the
background events: W — fvy and W — 7v, — €+ 3v. In most cases the lepton
is areal lepton from the W boson decay, while the 7 candidate is a jet misidentified
as a hadronic 7. The W+jets event topology is different from the signal and the
angular correlations between the missing transverse energy, the lepton and the 7
candidate can be used to distinguish the signal from the W+jets background.
The W+jets background is divided into W — ev and W — Tv events in tables
and figures for the 7,7 channel in this chapter.

e Z+jets Another important electroweak background comes from the decays of
the Z boson to leptons (Z — €£), possibly accompanied with one or more jets.
Typically, one lepton from the Z boson decay is correctly measured and identified.
The fake hadronic 7 might come either from the second lepton or from the jet in
the event. A veto against events with two or more leptons are applied to suppress
the v*/Z — ££ background.

The so-called Z+jets background is denoted as v*/Z — ee in tables and figures
for the 7,71, channel in this chapter.

e tt The contribution of the top background (tf — W Wbb) is rather small compared
to the other background sources and no special cut against this background is
applied.

e Dibosons The cross section of the dibosons production (WW, ZZ, W Z) is very
small and the contribution from this background is not very significant in the
Z — 77 analysis. Nevertheless, it is taken into account.

5.2.3 Data and Monte Carlo Samples

Data Collection

The data samples used in the analysis were collected during 2011 data taking period.
Only a good collision data at /s = 7 TeV with stable beam conditions are used.
The good quality requirement selects only luminosity blocks from all data for which
no serious defects in the various subsystems are reported. These quality criteria are
analysis dependent, for various analysis different subsystems and physical objects
are of the main interest and therefore different data quality requirements (so-called
Good Run Lists) are relevant.

Only data collected during a first part of 2011 data taking period are analysed. The
main reason why only a part of the data collected during 2011 is used is the trigger
stability. The combined electron and tau trigger is utilised in the 7,7y, analysis and
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the isolated muon trigger in the other two channels (more details about the trigger
selection are given in Sect. 5.3.1). The requirement of the stable setup of these triggers
restricts the selection of data samples to the integrated luminosity of 1.34 fb~! in the
7.7 and 1.55 fb~! in the 7, Th and 7,7, after the data quality checks.

Monte Carlo Samples

The Monte Carlo samples for the signal and background used in the analysis are
generated at /s = 7 TeV and are passed through the full detector simulation based
on the Geant4 simulation programme [5]. The electroweak decays of W and v*/Z,
for both signal and background, are generated using the Alpgen [6] generator, in-
terfaced to HERWIG [7] and JIMMY [8], with CTEQ6L1 [9] parton distribution
function (PDF) and are normalised to NNLO cross sections [10-12]. MC@NLO
generator [13] is used for the ¢f background and HERWIG generator for diboson
samples. The 7 leptons’ decays are performed with TAUOLA [14] where the spin
correlations are correctly modelled. All generators are interfaced to PHOTOS [15]
where the effect of the final state QED radiation is simulated.

Pile-up in Data and in Monte Carlo

Data samples collected during 2011 suffer from relatively high pile-up contribution.
The average number of minimum bias collisions per event is approximately 6 in
the analysed period of 2011 [16]. Due to the small separation between individual
proton bunches at the LHC (50 ns in the analysed data), two different pile-up features
are observed: Out-of-time pile-up (influence from interactions from previous bunch
crossings) and in-time pile-up (interactions from the same bunch crossing). More
details about the pile-up, with the emphasis on the pile-up contribution in the hadronic
calorimeter TileCal, can be found in Sect.3.3.

The pile-up contribution is also simulated in the Monte Carlo samples where the
appropriate number of minimum bias collisions is added on top of the simulated
hard-scattering process during the digitisation procedure. However, the Monte Carlo
samples used have been generated before the conditions of 2011 data taking were
known. That is the reason why the simulated pile-up conditions are different from
the real data conditions as shown in Fig.5.1. Therefore the simulated events are
re-weighted in a way that the average number of interactions per bunch crossing
agrees with data after the re-weighting procedure.

5.3 Object and Event Selection

The object and event selection with the emphasis on the 7,71, channel is summarised
below. The 7,7, and 7,7, selection is mentioned only briefly and more details can
be found in Ref. [1].
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Fig. 5.1 Comparison between average number of pile-up collisions in data and signal Monte Carlo
before the pile-up re-weighting is applied on the simulated sample in the 7,7}, channel

5.3.1 Event Preselection

Event Cleaning

Good collision events are selected by requiring at least one primary vertex with
four or more associated tracks. Moreover, the event is rejected if there might be
a jet or a 7 candidate caused by cosmic-ray events or by known noise effects in
the calorimeter. Furthermore, the LAr calorimeter experienced hardware problems
during the 2011 data taking period which has resulted in an acceptance hole in the
calorimeter. The reconstructed objects (jets, hadronic 7 or electrons) are rejected
if they are localised in the region of the readout problems in the electromagnetic
calorimeter. The acceptance hole is not simulated in the Monte Carlo samples, but a
correction accounting for this acceptance loss is applied to the simulated samples.

Trigger Requirement

Triggers with lowest possible threshold which remains unprescaled during the con-
sidered data taking period in 2011 are used in the Z — 77 analysis.

Single muon triggers are used in the 7,7, and 7.7, channels. The triggers
EF _mul5iand EF_mul5i_medium search for a muon candidate with transverse
momentum higher than 15 GeV and a requirement of a loose muon isolation is
applied at the event filter (EF) level.

The combined electron and hadronic tau trigger, EF_taul6_loose_el5_
medium, is used in the 7,7 analysis. The combined trigger requires an electron
candidate with ET > 15 GeV together with a 7 candidate with ET > 16 GeV, both
passing specific identification criteria.
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Due to the changes in the trigger setup during the 2011 data taking period, different
trigger hypothesis for the hadronic 7 part of the trigger is available in the Monte
Carlo and in the data samples. On top of that, it was not possible to emulate the
T trigger decision with the Monte Carlo samples being used. Therefore the trigger
decision of the combined trigger is considered only in the data samples and a special
treatment of the trigger is used in the Monte Carlo samples. Only the electron trigger
(EF_el5_medium) decision is taken into account in the simulated samples and
the efficiency of the 7 trigger part (EF_taul6_loose) is used as an event weight
instead of the trigger decision. The 7 trigger efficiencies have been measured in bins
of the 7 candidate ET by means of the Z — 77 tag and probe method. This treatment
does not described all features of the trigger selection, but it is applicable for the cross
section measurement.

5.3.2 Object Preselection and Selection

Several offline reconstructed objects (electrons, muons, 7 candidates, jets, missing
transverse energy) enter the analysis. The object selection is done in several steps:
First, looser selection criteria are required for the event preselection. The prese-
lected objects are used for the removal of the overlapping objects (so-called overlap
removal) and also in the dilepton veto against the Z — ¢¢ background. Tighter
selection cuts are applied on the leptons and the hadronic 7 in the next step. Finally,
isolation of the lepton candidates is required. The leading isolated lepton passing
the tight selection cuts and the selected 7 candidate are used further in the analysis
for calculation of derived quantities that are used for reduction of the background
contamination (Sect.5.3.3).

Electrons

The electrons play an important role in the 7,7 and 7,7, channels as a real elec-
tron is present in both final states. Strict identification criteria are applied on the
reconstructed electron to select a clean sample of electrons.

Details about the electron reconstruction and identification can be found in Ref.
[17]. The electron reconstruction algorithm (described in Sect.4.1.1) looks for a clus-
ter in the electromagnetic calorimeter with an associated track in the inner detector.
Afterwards, electron identification criteria (discussed in Sect.4.1.2) are applied on
the reconstructed electrons in order to enhance the purity of the selected electron
sample.

Preselection Electrons passing so-called medium identification criteria with
transverse energy ET > 15 GeV within the pseudorapidity range |n| < 2.47
excluding the transition region between the barrel and end-cap calorimeters (1.37 <
Inl < 1.52) are preselected. The quality of the electron candidates is checked and
only “good” electrons are accepted.
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Selection A higher transverse energy cut and stricter electron identification are
required for the selected electrons. The transverse energy threshold is raised to
17 GeV to avoid the region close to the electron trigger threshold (15 GeV at EF)
which is difficult to model well in the Monte Carlo simulations. Only electrons pass-
ing the highest level of the electron identification criteria, so-called tight identification
cuts, are accepted.

Muons

The preselected muons are important for removing 7 candidates that might be recon-
structed from real muons. The selected muons are not used in the 7.7 channel, but
they are used in the 7,7, and 7,7, channels and mentioned here for completeness.
More details about the muons reconstruction in ATLAS can be found in Ref. [18].

Preselection Muons with transverse momentum pt > 6 GeV in the pseudorapid-
ity region |n| < 2.7 are preselected if they pass “loose” identification. These muons
include muons reconstructed as a combination of the measurements in the inner
detector and the muon spectrometer as well as stand alone muons reconstructed in
the muon chambers only. The loose selection is important for the removal of hadronic
7 candidates overlapping with muons.

Selection Only muons that are built as a combination of the inner detector and
the muon spectrometer measurements are accepted in the selection. The transverse
momentum cutis raised to 17 GeV and the pseudorapidity range is reducedton < 2.4
corresponding to the trigger acceptance. In order to remove muons not originating
in the collision, the longitudinal impact parameter is required to be less than 10 mm
with respect to the primary vertex. A number of track quality cuts (based on the
number of hits in different sub-detectors of the inner detector) are applied on the
muon candidate track to reduce the contribution of fake muons.

Jets

The reconstructed jets are used as the seeds for the hadronic 7 reconstruction. The
jets are reconstructed with an anti-k; algorithm [19, 20] with a distance parameter
R = 0.4 with three-dimensional topological clusters built from the calorimeter cells.

Jets also enter the event cleaning procedure in the 7,7, channel where jets with
transverse energy larger than 20 GeV within the pseudorapidity range || < 4.5 are
used.

Hadronic 7 Candidates
Selecting a clean sample of hadronic 7 is crucial for the 7,7, channels. Strict iden-

tification criteria are applied to reduce the multijet background where a jet might be
misidentified as a 7 candidate. In addition, a veto against electrons that might also
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be faking the hadronic 7 is considered. Details about the hadronic 7 reconstruction
and identification in ATLAS can be found in Ref. [21].

Calorimeter jets, reconstructed as described above, with transverse momentum
pt > 10 GeV form seeds for the hadronic 7 reconstruction. Inner detector tracks
with pt > 1 GeV passing dedicated track quality cuts are associated to the 7 candi-
dates. The identification variables based on the tracking and calorimeter information
are derived (e.g. invariant mass of the associated tracks, ET over pt of the leading
track, fraction of ET within AR < 0.1 of the 7 candidate, fraction of Et of the
7 candidate in the EM calorimeter) and used to distinguish between a jet, resp. an
electron and a 7 candidate.

Preselection The 7 candidate is required to be in the pseudorapidity range
Inl < 2.47 excluding the crack region (1.37 < |n| < 1.52). The minimal trans-
verse momentum cut is set to 20 GeV, resp. 25 GeV in the 7, m, resp. 7,7h channel.
The higher threshold in the 7,7} channel is necessary to avoid the region on the
turn-on curve of the tau trigger efficiency. In addition, the 7 candidates with a lead-
ing track within |n| < 0.03 are excluded due to a high fake rate from electrons in
this region caused by the gap in the calorimeter acceptance and the reduced TRT
coverage around || = 0. No 7 identification is performed at the preselection step.

Selection The identification requirements on the 7 candidate are applied during
the object selection. The separation between the jet and the 7 candidate is done with
a Boosted Decision Tree (BDT) method described in Ref. [21]. The BDT is trained
to define three different working points (loose, medium and tight) with increasing
background rejection and decreasing signal efficiency. In order to have a flat signal
efficiency, the cut on the resulting BDT score depends on the 7 candidate’s transverse
energy. The signal efficiency for the BDT medium selection, which is found to be
optimal for the Z — 77 analysis, is approximately 45 %. Not only jets can fake
hadronic 7 leptons, but also electrons can form a fake 7 candidate. A cut-based
electron veto [21] with the strongest rejection, so-called tight veto, is applied to
select a sample of good 7 candidates.

Missing Transverse Energy

A non-zero missing transverse energy (E%niss) coming from the neutrinos in the
7 lepton decays is characteristic for the signal events. However, no direct cut on the
missing transverse energy is applied, but the missing energy is used in the derived
variables to suppress the W+jets background as described in Sect.5.3.3.

The reconstruction of the missing transverse energy starts from the energy deposits
in the calorimeter clusters and the reconstructed muon tracks and the correction
accounting for the muons’ energy lost in the calorimeters is considered as described
in Sect.4.3.2.
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Overlap Removal

Multiple candidates (electrons, muons, 7 candidates or jets) might be reconstructed
from the same localised response in the ATLAS detector. An unique hypothesis
for each object is required in the Z — 77 analysis. Therefore an overlap removal
procedure is performed.

Since muons and electrons are selected with a higher purity than hadronic 7
leptons, any preselected 7 candidate is removed from the consideration if it lies within
AR < 0.4 from any preselected lepton. The Z — ¢¢ background with one lepton
being mismeasured as a hadronic 7 candidate is suppressed by this requirement.

In the next step, the muon objects are considered being more pure than electrons
and they are taken with higher priority. Accordingly, an electron candidate is removed
if it overlaps with a muon within AR < 0.2.

Lepton Isolation

The leptons from the Z — 77 decay are preferably isolated. On the contrary,
the electrons and muons observed in the multijet events (e.g. muons coming from
B-hadron decays) do not tend to be isolated. Consequently, requiring an isolated
lepton is an efficient way to reduce the huge multijet background.

Two kinds of isolation criteria are used in the analysis, the track and the calorimeter
isolation. Although they are both defined in Sect.4.5, a short reminder is added also
here: The track isolation variable is calculated as a scalar sum of the transverse
momentum of charged particles’ tracks in a cone of radius AR = 0.4 in the n —
¢ space excluding the track belonging to the lepton candidate itself (denoted as
p1Coned0). The calorimeter isolation is defined in a similar way, the transverse
energy in the electromagnetic calorimeter in a given cone is summed up excluding
the calorimeter deposits associated to the lepton itself (denoted as ETCone40 for
radius AR = 0.4). In order to minimise the dependence of the isolation variables
on the lepton’s momentum, the relative isolation (isolation variable divided by the
transverse momentum, resp. energy of the muon, resp. electron candidate) is used.
Moreover, the calorimeter isolation for the electrons was found to be dependent on
pile-up. Therefore a special correction is applied to make the isolation variable more
robust against the pile-up.

The isolation cuts are optimised to reduce the large multijet background while not
rejecting too large fraction of signal events. The cut values are determined by studying
the signal and background efficiencies. The signal efficiency is estimated from the
Monte Carlo simulations whereas the multijet background contribution is studied
in data. A multijet-rich sample is constructed by requiring the selected electron and
the selected tau candidate to have charges of the same sign to enhance the multijet
fraction. Contributions of electroweak backgrounds (W, Z) and ¢7 are subtracted
from the measurements in data to extract the multijet efficiency. The distribution of
the electron calorimetric and track isolation for signal and background events are
shown in Fig.5.2.
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Fig. 5.2 Comparison between electron isolation variables in data and in Monte Carlo simulations
after selection of an electron and a 7 candidate with opposite charges in the 7,7, channel. Most
signal events are found in the first bin of the track isolation (left hand side plot) corresponding to
events with no additional track in the cone with AR = 0.4. The rest of the signal events falls in the
few nearby bins

The following isolation cuts are applied on the selected electrons and muons:

e Electrons: ptCone40/Et < 0.06 and ETCone40/ET < 0.1
e Muons: ptCone40/pr < 0.03 and ETCone30/pt < 0.04

The stricter isolation criteria for muons are motivated by the usage of the isolation
already at the trigger level. The offline selection has to be tighter to enable the multijet
background estimation as described in Sect.5.4.3.

Lepton’s Efficiency Correction Factors

The lepton’s reconstruction, identification and trigger efficiencies, as well as effi-
ciencies of the isolation criteria applied on the selected lepton have been measured
by means of the tag and probe method in both data and in Monte Carlo simulations
as described in Sect.4.2. The details about the measurement of the electron recon-
struction efficiency can be found in Ref. [17], whereas the other measurements of
the electron efficiency are discussed in Chap. 4 (identification efficiency in Sect. 4.3,
single electron trigger efficiency in Sect. 4.4 and isolation cuts efficiency in Sect. 4.5).
The individual correction factors (so-called scale factors), ratios between efficiency
measured in data and in Monte Carlo, have been derived and they are applied as an
event weights in the simulations to obtain a good agreement between simulated and
real data samples.

5.3.3 Event Selection in the Ty, Channel

The selection of the 7 candidate and the isolated lepton is the first step in the event
selection. The kinematic distributions (transverse energy and pseudorapidity) of the
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selected 7 candidates and the isolated lepton are shown in Fig. 5.3. The lepton and the
hadronic 7 are required to have opposite sign charges in order to be able to estimate
the multijet background contribution. The estimation of different backgrounds is de-
scribed in Sect. 5.4. The largest background contribution comes from W+jets events,
followed by Z+jets and multijet background at this step of the cutflow selection.
Further event selection criteria are motivated by the suppression of the electroweak
and multijet backgrounds as described in this section.

Opposite Sign Requirement

Signal events can be characterised by opposite charges of the lepton and the 7 candi-
date. The 7 candidate charge (Q), which is reconstructed as the sum of charges of
the associated tracks, is required to be of the opposite sign with respect to the charge
of the lepton (Qy): Q¢ - O < 0.

Multijet background events where a jet fakes the hadronic 7 do not prefer the
opposite sign of the lepton and 7 candidate charges. The opposite sign cut is used to
reduce further this background contamination.
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Fig. 5.3 The distribution of ET and 7 of the selected and isolated electron (upper row) and the
selected 7 candidate (lower row) after the object selection step with an additional requirement of
the opposite charges of the lepton and the 7 candidate in the 7,7y, channel
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Dilepton Veto

The Z — ¢{+jets background with a jet misidentified as a 7 candidate is suppressed
by removing events where a second lepton is found. The preselected leptons are used
to enhance the power of the dilepton veto.

Not only events with two or more same flavor leptons are vetoed, but the event is
also not considered if an electron and a muon occur in one event. This requirement
reduces the contribution of Z — 77 — eu + 4v decay which is analysed as a
separate channel.

The number of preselected leptons is shown in Fig.5.4. The event is vetoed if
more than one preselected lepton (electron or muon) is reconstructed.

Cuts Against W+jets Background

The W+jets background can contribute in two W decay modes: W — {fv, and
W — 1v, — £43v.Inmost cases the jetis badly identified as the 7 candidate and the
lepton is a real lepton from the W decay. Due to the fact that the W+jets background
has a different topology than Z — 77 signal, the W+jets can be suppressed to a
large extent.

The Z boson mass is much larger than the 7 lepton’s mass and thus the 7 leptons are
boosted with their decay products being collimated along the 7 lepton direction. The
missing transverse energy in the Z — 77 decays is formed by the neutrinos’ energy.
In most cases the Z boson is born with low transverse momentum and therefore the
7 leptons tend to be produced back-to-back in the transverse plane. If the Z boson
has a larger transverse momentum, then the E;“iss vector is located within the angle
formed by the visible Z boson decay products. On the contrary, the decay products
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Fig.5.4 Number of preselected leptons for events passing all event selection cuts except the dilepton
veto in the 7,7 channel
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Fig. 5.5 Variables used for W+jets background suppression in the 7,7, channel. The vertical red
line indicates the cut value used in the event selection. The plots are shown for events passing all
event selection cuts except the two W+jets cuts

from W — fy,+jets event (the electron, the jet misidentified as the hadronic 7 and
the neutrino) are distributed in a way to build a pt balance in the transverse plane.
That s the reason why the missing transverse energy points outside the angle between
the fake 7 candidate and the lepton in most cases. Similar angular correlations occur
inthe W — 71v; — £ 4 3v+jets events.

Two variables are built in order to reduce the W+jets background. The first one
is defined as follows

> cos Ag = cos(¢(l) — G(EF)) + cos(d(m) — p(EFS).  (5.1)

The distribution of this variable is shown on the left hand side in Fig.5.5. Most of
the signal events are localised in the peak around zero which corresponds to the
case where the decay products are produced back-to-back in the transverse plane. In
addition, the Z — 77 events have a tail into positive D cos A¢ values which are
characterised by the Efrniss vector pointing inside the angle between the 7 candidate
and the lepton. On the other hand, the W+jets events tend to the negative >_ cos A¢
values corresponding to the E%liss vector pointing outside this angle. The events with
> cos A¢ > —0.15 are considered for further analysis.

The second variable used against the W+jets background is the transverse mass
of the lepton and missing transverse energy as defined in Eq. (4.2). The transverse
mass distribution for the signal and background events is shown in Fig.5.5, Right.
The Z — 77 tends to the low values of the transverse mass. On the contrary, the
transverse mass distribution prefers larger values in the W+jets events. The events
are accepted only if mt < 50 GeV is fulfilled.


http://dx.doi.org/10.1007/978-3-319-00810-3_4

5.3 Object and Event Selection 65

2000 :_\ LA AN L L L L L L L L L L L L LB L BN | \_:
1800 F ATLAS Preliminary JLdt =1341"\Vs =7 Tev_d
E —— -e-Data 2011 7
1600 — vz — 1wt o
r R Multijet i
o 1400 |~ COw—-ev o
e £ MW —1v ]
g 1200 — my/Z—>ee o
5 E [ 1§ 1
k<] E A
§ 1000 g [CIDiboson E
S 800 3
600 =
400 =
200 =
0 " . 1

5 6 7

Ntracks (Th)

Fig. 5.6 Number of tracks associated to the 7 candidate for events passing all event selection cuts
except hadronic 7 candidate’s cleaning cuts in the 7,7, channel

Further Requirements on the Hadronic = Candidate

More requirements on the 7 candidates are applied during the event selection to
further reduce fake 7 candidates coming from badly identified QCD jets.

The 7 candidates are required to have exactly one or three associated tracks mea-
sured in the inner detector. The distribution of the number of 7 candidates’ tracks is
shown in Fig.5.6. A small amount of signal events falls in the 2-track bin. Approxi-
mately half of these are 3-prong 7 leptons with one of the tracks not reconstructed,
while the rest are 1-prong 7 leptons with an additional close-by track.

Moreover, the T lepton charge is required to be £1 where the charge is calculated
as the sum of charges of the associated tracks.

Visible Mass Window

In order to increase the purity of the Z — 77 signal events and minimise the
contamination from the Z — ££ events, a cut on the so-called visible mass of the 7
candidate and the lepton is applied. The visible mass is defined as the invariant mass
of the lepton and the hadronic 7 candidate (the neutrinos are not considered in the
calculation)

myis = /2pr(0) - pr(m) - [cosh(y(€) — n(m)) — cos(d(€) — p(mN] . (5.2)

The distribution of the visible mass is shown in Fig.5.7. While the Z — ¢¢ events
are expected to have a maximum in the region of mj,y ~ 90 GeV, the Z — 77 signal
tends to lower m;s values with a peak around 60 GeV due to the missing energy of
the neutrinos in the decay.

The selected events are required to be within the visible mass window 35-75 GeV.
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Fig. 5.7 Visible mass distribution for events passing all event selection cuts except the cut on the
visible mass itself in the 7.7 channel

Table 5.1 Cutflow table for data, signal and background events in the 7,7 channel

Data 2011 Z/v* — 71T W — ev W — tv

Object selection 15200 + 123 3393 £33 4660 £ 57 291+ 12
Opposite sign 8675 + 93 3087 + 32 2158 +39 12717
Dilepton veto 8441 +£92 3067 £+ 31 2149 £+ 39 127 +7
Weuts 4649 + 68 2570 £ 28 210+ 12 50+4
Niyacks(mh) = lor 3 4358 + 66 2456 + 28 180 £ 11 41+4
|charge(m)| = 1 4351 £ 66 2453 + 28 179 £ 11 41+4
myis = 35 — 75 GeV 2600 £ 51 2029 +25 45+£5 18+2

Z/y* — ee tr Dibosons Multijets
Object selection 2362 +28 534+ 4 174 £5 -
Opposite sign 1575 +£24 340+ 3 103 +4 1156 £+ 60
Dilepton veto 1450 £ 24 27143 97 +4 1154 £58
Weuts 900 £ 19 59+1 18+2 726 £ 36
Niracks(Th) = 1l or 3 879+ 19 54+1 16+1 593 £33
|charge(m)| =1 878 + 19 53+1 16+1 584 +32
myis = 35-75 GeV 64+4 17+1 6+1 300 +21

The statistical uncertainties are given in the table. The way how the background contribution is
estimated is described in Sect.5.4

Summary of the Selection Cuts

The basic event selection cuts together with the event yields for data, signal Monte
Carlo and the main background processes can be found Table 5.1 for the 7, 7, channel.
The largest background after the full selection comes from multijets. The way how
different backgrounds are estimated is described in Sect. 5.4.

A number kinematic variables are shown for events passing all event selection
cuts in Figs.5.8 and 5.9. Namely, the selected 7 candidate’s and lepton’s transverse
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Fig. 5.8 The distribution of ET and 7 of the isolated electron (upper row) and selected 7 candidate
(lower row) after all selection cuts are applied in the 7,71, channel
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Fig. 5.9 The distribution of E%‘iss and the absolute value of A¢ between the 7 candidate and the
lepton after all selection cuts are applied in the 7,7, channel

energy and pseudorapidity, the missing transverse energy and the absolute value of
A ¢ between the 7 candidate and the lepton. An overall acceptable agreement between
data and Monte Carlo prediction can be observed.
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5.4 Background Estimation

The diboson and #7 backgrounds contribution is very small after all selection cuts
are applied. The event yields from these backgrounds are entirely estimated from the
Monte Carlo simulations. The individual Monte Carlo samples are normalised to the
required integrated luminosity (£) using the theoretical cross sections (o) where the
number of events (V) is givenby N = L - 0.

Differences between the Monte Carlo predictions and collision data were observed
in processes with a jet being misidentified as a 7 candidate. Consequently W+jets
and Z+jets contributions cannot be taken directly from the Monte Carlo simulations,
but a normalisation factor is to be derived from data in W boson, resp. Z boson rich
control region. The procedure is described in Sects.5.4.1, 5.4.2.

Due to the fact that the multijet background cross section is several orders of
magnitude higher than the electroweak processes, the statistics available in the Monte
Carlo simulations is not sufficient to provide reliable predictions. Moreover, the jet-
7 fake rate efficiency in Monte Carlo simulations differs from the measurements in
data. The estimation of the multijet background is done completely by data-driven
method as described in Sect. 5.4.3.

5.4.1 W+jets Background Normalisation

It has been observed that the number of W+jets background events agree reasonably
well in data and in Monte Carlo simulations before the hadronic 7 identification is
applied. However, after requiring the 7 candidate to pass the identification criteria,
the event yield predicted by Monte Carlo is higher than the actual number of W +jets
events measured in data. In other words, the Monte Carlo overestimates the number
of QCD jets being misidentified as a 7 candidate after the 7 identification criteria are
applied.

The comparison between data and Monte Carlo simulations is performed in a
W-enriched control region. This region is defined as follows: The selected 7 can-
didate and the isolated lepton are required, the dilepton veto is applied and further
requirements on the 7 candidate (number of associated tracks, unit charge) are con-
sidered, but both W boson suppression cuts are inverted (3~ cos A¢ < —0.15 and
mt > 50GeV). The difference between the number of W events in data and pre-
dicted in Monte Carlo simulations in the W control region is shown on the left hand
side in Fig.5.10.

The Monte Carlo predictions for both W — ¢v and W — 7v event yields are
scaled by a normalisation factor kyw. The factor ky is defined as a ratio of events
measured in data in the W control region subtracting the small contamination from
other backgrounds (Z — ¢4, tf and dibosons) and the number of W events predicted
in the Monte Carlo simulations. The contribution of the Z — ¢£, tf and diboson
backgrounds in the W control region is taken from the Monte Carlo simulations.



5.4 Background Estimation 69
103 - T T T ] F T T T T

E JLd|:1.a4fb",\l§:7Tev§ 70 E_ _[Ldt:1.a4 |b",\/§:7Tev_E

> f SrEle] 3 eof Cive o o g
o = G sof Erzee 3
0 102 Wz ee o 0 E Ow-ev 3
7] E Wi E B 40 [ I =
2 C [CDiboson o E [Cpiboson 7
5 C S 30¢f =
2 | 2 o0k E
& 10 | 4 & ¢ E
o E E o 10k E
e E ] e E 3
C I I I I |_|' E E

0O 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140

Er (ty) [GeV] Er (1) [GeV]

Fig. 5.10 Transverse momentum distribution of the 7 candidate in the W control region on the left
and Z control region on the right in the 7,7, channel. The Monte Carlo simulations overestimate
the event yield compared to the measurements in data and a normalisation factor is to be applied on
the Monte Carlo predictions. The signal (Z — 77) contamination in the W and Z control regions
is found to be negligible

WCR WCR __ A7WCR WCR WCR WCR
Ny - kWNW = Ngaa — Nz — sz — ¥diboson* (5.3)

The measurement of the ky factor is provided for two different cases determined
by the charge product of the 7 candidate and the lepton. The motivation for that is
that the 7 misidentification rate is different for jets coming from a quark or a gluon
hadronization and thus a different value of the normalisation factor is expected. The
W+quark process prefers opposite sign charges, while there is no such expectation
in the W+gluon process. The measurement for the same sign case is necessary for
the multijet background estimation as discussed in Sect.5.4.3.

The measured ky factor with its statistical uncertainty in the 7,7 channel is

e Opposite sign case: ky = 0.44 £ 0.02 (stat.)
e Same sign case: kw = 0.56 £ 0.04 (stat.)

5.4.2 Z+jets Background Normalisation

The Z background contributes in two different ways depending whether a lepton
or a jet is misidentified as a 7 candidate. Since the probability for an electron to
be misidentified as a hadronic 7 is higher than for a muon, events with one of the
leptons misidentified as a 7 candidate are more frequent in the 7,7, channel than
in the 7,7, channel. Scale factors derived from a Z — ee tag and probe study [21]
are used to correct the electron misidentification probability in the Monte Carlo
simulations in the 7,7 channel.

The second case where the jet is misidentified as the hadronic 7 suffers from a sim-
ilar normalisation problem as described for the W+jets background. A normalisation
factor kz is found in the Z-enriched control region. The events in the Z control region
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are defined by a requirement of two reconstructed same-flavor leptons with the in-
variant mass in the region close to the nominal Z boson mass (66 < mgy < 116 GeV)
along with the selected 7 candidate. The Z control region is very pure as can be seen
on the right hand side in Fig.5.10 and no background subtraction is necessary.

The kz factor is applied to Z — ££ Monte Carlo simulations only in events
where a jet is misidentified as a hadronic 7, i.e. the hadronic 7 is not matched to a
lepton at the truth level. The measured k, factor with its statistical uncertainty in the
T,Th channel is

e kz = 0.39 & 0.05 (stat.)

5.4.3 Multijet Background

The multijet background is suppressed to a large extent during the event selec-
tion, but it remains the dominant background in the 7,7, channel. The so-called
ABC D method is used to estimate the number of multijet background at different
steps of the event selection. Four statistically independent regions with different re-
quirements on the lepton isolation (passing or failing the isolation criteria) and on the
charge product of the 7 candidate and the lepton (opposite or same sign) are defined.
The opposite sign to same sign ratio (Ropsss), which is assumed to be independent
on the lepton isolation, is evaluated in the QCD-rich regions with non-isolated lep-
tons. Then the number of multijet events in the signal region is extrapolated from the
region with isolated lepton and same sign requirement using the Rpsss ratio.
In more details, the regions are defined as follow:

e Region A: the signal region with the isolated lepton and the opposite sign require-
ment.

e Region B: the control region with the isolated lepton and the same sign require-
ment.

e Region C: the control region with the non-isolated lepton and the opposite sign
requirement.

e Region D: the control region with the non-isolated lepton and the same sign
requirement.

The number of multijet events in the control regions B, C, D is evaluated after
the subtraction of the electroweak and 77 processes which is estimated from the
Monte Carlo simulations (kw, resp. kz factor is applied to W boson, resp. Z — €4
background)

i _ A7l i i i i i i
NMultijet - Ndata - NZ—>TT - NZ—)M - NW—>£V - NW—)TV - Nn‘ - Ndiboson (5.4

wherei = B, C, D.
The opposite sign to same sign ratio (Rosss) is evaluated as a ratio of the number
of multijet events in regions C and D (Rosss = Nﬁulﬁjet /ngultijet)' The regions
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Table 5.2 Number of events in regions B, C, D used for the multijet background estimation in the
T.Th channel

Regions B C D
Data 353 2626 2403
Y |Z — 1T 19 71 4
v/ Z — L 29 3 -
W — tv 15 2 -
W — 1v 5 1 -
tr 2 3 1
Diboson 1 - -
Multijet 282 2546 2397

C and D are very pure in multijet events as can be seen in Table5.2. The multijet
background estimation in the signal region is calculated using this equation

NC
Multijet ,. B . B
b MMuttijet = Rosss Nypultijer - (5.5)

N Multijet

A —
N, Multijet —

The measured Ropsss ratio with its statistical uncertainty in the 7,7 channel is
e Rosss = 1.06 £ 0.03 (stat.)

The ratio is close to unity as expected.

5.4.4 Expected Number of Signal and Background Events

The expected numbers of signal and background events in the 7,7} channel cor-
responding to the integrated luminosity of 1.34 fb~! are summarised in Table5.3.
The estimated number of events for different background processes are derived as
described in this section. Furthermore, the total number of data after the full selection
procedure (N,ps) and the expected number of signal events based on the Monte Carlo
simulations are given.

5.5 Methodology for Cross Section Calculation

The cross section o(Z — 77) within the 77 invariant mass window from 66 to
116 GeV is measured in each final state (7,7, 7,7 and 7,7,) separately. The mea-
surement is performed as described in Ref. [2], using the formula
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Nops — kag

zZ — X BR =
o( TT) A, C, L

(5.6)

where

e BR is the branching ratio for the considered final state, e.g. BR(T — evv, T —
Thv) in the 7,7y channel.

e N,ps 1s the number of observed events in data.

® Ny is the number of estimated background events. The way how the number
of the background events is extracted is described in Sect.5.4 and the number of
background events is summarised in Table 5.3 for the 7,7 channel.

e Ay is the kinematic and geometric acceptance for the signal process, more details
are given below.

e (7 is the correction factor which accounts for the efficiency of triggering, recon-
structing and identifying decays within the geometrical acceptance. More details
can be found below.

e L denotes the integrated luminosity.

So-called fiducial regions are used in the definition of the acceptance factor A z and
the correction factor Cz. The fiducial region is defined in this way in the 7,7, channel

e Electron: ET > 17 GeV, |n| < 2.47, excluding 1.37 < |n| < 1.52
e Tau: ET > 25 GeV, |n| < 2.47, excluding 1.37 < |n| < 1.52
e Event: X cos A¢p > —0.15, mt < 50 GeV, 35 GeV < myis < 75 GeV

The acceptance factor Az is determined from the generator level Monte Carlo as
aratio of a number of events at the generator level falling into the fiducial region and
a number of signal events at the generator level with the 77 invariant mass, before
the final state radiation (FSR), in the 66 GeV < mj,y < 116 GeV mass window. The
A7 factor by construction includes a correction for events migrating from outside the
invariant mass window into the fiducial region. The central value for the Az factor
was calculated using Pythia [22] Monte Carlo generator with the modified LO parton

Table 5.3 Expected number of events for the signal and background processes and the number of
events observed in data (N, ) in the 7,7 channel

Number of events in 1.34 fb~—!

V2 —> bt 64 + 4

W — tv 45+£5

W — 1v 18+£2

tr 1741
Diboson 6+1
Multijet 300 £ 21
Total background 449 + 22
v*|Z — 1T 2029 + 25
Nops 2600

The uncertainties are the statistical uncertainties only
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Table 5.4 Central values for

- TeTh
the Az acceptance factor and
the Cz correction factor in Az 0.0687 4 0.0002 (stat.)
the 7,7 channel Cyz 0.1009 £ 0.0013 (stat.)

distribution function MRSTLO* [23].3 The Monte Carlo sample contains also low
mass v*/Z events (the lower bound on the invariant mass is 10 GeV) which might
migrate within the fiducial region. The obtained central value in the 7,7y, final state
is mentioned in Table 5.4.

The correction factor Cz is defined as a ratio of a number of signal events after
the full detector simulation which pass all the analysis cuts with all the correction
factors (e.g. electron scale factors) applied and a number of events in the fiducial
region at the generator level (i.e. the denominator of the Cz factor is defined in the
same way as the Az numerator). The Cz factor includes a correction for migration
from outside of the acceptance range by construction. The Cz factor is calculated
using the Alpgen generator with CTEQ6L1 [9] parton distribution function.* The
derived value is quoted in Table 5.4.

The cross section o(Z — 77) defined in Eq.(5.6) is the total inclusive cross
section. It is possible to define a so-called fiducial cross section af id(Z — TT)
where the knowledge of the acceptance factor A is not required

Nobs — kag

fid _
o Z — 77) X BR =
( ) C, L

(5.7)

The advantage of the fiducial cross section is that the extrapolation from the fiducial
region to the full phase space is not performed. Consequently it is not sensitive to
the theoretical uncertainties of the extrapolation model.

5.6 Systematics

Several possible sources of systematic uncertainties that can influence the cross
section calculation, uncertainties on the Az and Cyz factors as well as on the back-
ground estimation, have been studied. The individual sources of systematics in the

3 The Alpgen generator with CTEQ6L1 parton distribution function is used in the fully simulated
signal samples throughout the whole analysis and also for the Cz calculation. The reason why
Alpgen is not used also for the Az calculation is a problem with the description of the Z boson
rapidity when using the CTEQ6L 1 PDF set. This problem is not expected to affect the reconstruction
level description of event kinematics, but it could affect the extrapolation to the total cross section.
Therefore it was decided to use Pythia with MRSTLO* for the Az calculation.

4 The Alpgen generator is a tree-level matrix element calculator for a fixed number of partons. It
gives a more precise description for processes with high jet multiplicities compared to generators
where the additional jets are produced only during the shower evolution (e.g. Pythia). Furthermore,
higher statistics has been available in Alpgen samples than in Pythia.
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T.Th channel are discussed one by one in this section. Details about the treatment of
systematic uncertainties in the 7,7, and 7.7, channels can be found in Ref. [1].

5.6.1 Uncertainties Associated with Electrons

The dominant uncertainty connected to the electron’s reconstruction comes from the
Monte Carlo simulations of the electron trigger, identification and isolation efficiency.
Systematics associated to the electron cleaning and electron energy resolution is
also evaluated. The uncertainty associated with the electron energy scale is treated
together with the 7 energy scale and missing transverse energy uncertainty and is
discussed separately in Sect.5.6.3.

Electron Efficiency

The efficiency of the electron identification, trigger’ and isolation criteria are
measured by means of W — ev and Z — ee tag and probe methods as described in
Chap. 4. The measurements performed on data are compared with the Monte Carlo
predictions and so-called scale factors defined as a ratio of efficiency measured in
data and in Monte Carlo (egata/€mc) are derived. These scale factors are used to
correct Monte Carlo efficiencies to agree with measurements on data samples. The
systematics on the scale factors come mainly from the tag and probe method itself, the
derivation of the systematic uncertainties on each factor is also discussed in Chap. 4.

The systematic uncertainty arising from the electron efficiency measurements is
evaluated in a conservative way by treating the uncertainties of all scale factors as
uncorrelated. The total electron scale factor is defined as a product of the electron
reconstruction, identification, trigger and isolation scale factors and its relative uncer-
tainty is evaluated by adding the relative uncertainties of the individual scale factors
in quadrature. The uncertainty related to the electron efficiency is calculated by
varying the total scale factor by one standard deviation up and down. This approach
leads to the uncertainty of 4.8 % on the correction factor Cz in the 7,7y, channel.
The rather high uncertainty is dominated by the large uncertainty in the identification
scale factors for electrons with ET < 25 GeV where a significant part of the signal
events occurs.

5 The two components of the combined trigger used in the 7,7, channel (electron trigger and
hadronic 7 trigger) are considered uncorrelated to each other and thus they are measured and
applied separately.
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Energy Resolution

The Monte Carlo simulations do not reproduce the electron energy resolution as
measured in data [17] and a smearing procedure is applied to the simulated samples.
The electron resolution uncertainty is evaluated and found to have a very small effect
of the order of 0.2 % on the correction factor C .

Electron Cleaning

Systematics related to the use of the object quality check on electrons is considered in
the 7,7, channel. The systematics arise from the fact that the object quality performed
on Monte Carlo simulations is not exactly the same as performed on the data samples,
e.g. the dead regions in the electromagnetic calorimeter are not simulated in Monte
Carlo, but a correction on the acceptance is applied instead. It is found to be a minor
effect of the order of 0.1 % on the correction factor C .

5.6.2 Uncertainties on Hadronic T Candidates

Two main sources of systematic uncertainty comes from hadronic 7 candidates in
our analysis: the 7 trigger and identification efficiency. The uncertainty on the 7
misidentification rate is also evaluated.

Trigger Efficiency

The efficiency of the hadronic 7 trigger with respect to the 7 candidates passing
medium BDT identification are measured in data by means of the Z — 77 tag and
probe method. The 7,71, channel with a single electron trigger is used for this study.
The efficiency measured in bins of ET in the data samples are applied on the Monte
Carlo samples as an event weight instead of the 7 trigger decision as mentioned in
Sect.5.3.1.

The uncertainty on the measured tau trigger efficiency comes mainly from the
background subtraction. The 7 trigger weights are varied by one standard deviation
up and down to derive the systematic uncertainty associated to the trigger efficiency
measurements. This leads to the systematic uncertainty of 4.5 % on the correction
factor Cz.

Identification Efficiency

The identification efficiency of 7 candidates has been measured using the tag and
probe methods with Z — 77 and W — 7v events in data collected in 2011 [21].
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The average uncertainty on the 7 candidates passing medium BDT decision with
Et > 25 GeV is 5.1 % in the signal Monte Carlo.

Misidentification Rate

A fake 7 candidate can arise from two cases in the 7,7y channel, either an electron
or a jet can be misidentified as a hadronic 7.

The probability of an electron to be misidentified as a 7 candidate has been mea-
sured in data using the Z — ee tag and probe method [21]. Correction factors
dependent on the pseudorapidity were evaluated and applied to the Monte Carlo
simulations in events with the 7 candidate matched to the true electron. These cor-
rection factors are varied within their systematic uncertainties, but the effect is found
to be negligible in the 7,7 channel.

The second case with a jet being misidentified as a hadronic 7 is taken into
account by normalising all important background sources to data in the specially
defined control regions as described in Sect. 5.4. The systematic uncertainty related
to this effect is accounted for in the background estimation systematics as described
in Sect.5.6.4.

5.6.3 Energy Scale Uncertainty

The energy scale systematics for electrons, 7 candidates and missing transverse
energy is considered to be correlated. The uncertainty coming from the energy scale
is evaluated accordingly by simultaneously shifting each component up and down
by one standard deviation.

The 7 energy scale uncertainty is described in details in Ref. [21]. The uncertainty
is evaluated from the comparison of the 7 candidates’ transverse energy distribution
for different configurations of the Monte Carlo simulations, e.g. simulations with
different showering models or variations of the amount of the dead material in the
detector description.

The electron energy scale uncertainty is estimated from the measurements of the
Z — ee events using the precise knowledge of the Z boson mass distribution [17].
Moreover, the energy response was cross-checked in terms of linearity using also
J/ — ee and W — ev decays in the central region of the detector.

The systematic uncertainties on the missing transverse energy has been studied
in Z — ¢£ and W — {v events [24]. According to this study, the uncertainty on the
ETmiSS is evaluated by scaling the energy of all topoclusters in the event up and down
by one standard deviation.

The energy scale systematics is found to be dominant in both 7,7, final states. It
is evaluated to be 9.5 % on the correction factor Cy in the 7,7 channel.
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5.6.4 Background Estimation

The systematic uncertainty associated to the background estimation for the elec-
troweak processes (W+jets and Z+jets) and multijet background is described in this
section.

W+jets and Z+jets Background

The statistical uncertainties of the kw and kz factors used to normalise the elec-
troweak Monte Carlo samples to the data, as described in Sects.5.4.1 and 5.4.2,
are assigned as a systematic uncertainty on the W+jets and Z+jets background
estimation. Furthermore, all sources of systematics on the Monte Carlo simulations
described above are applied on the W and Z boson Monte Carlo samples and their
effects are evaluated. However, the deviations are found to be within the statistical
uncertainties of the normalisation factors.

As a cross-check, the normalisation factors are evaluated also using Monte Carlo
samples produced with the Pythia generator and the number of W+jets and Z+jets
events after the full selection is compared with the results of the default analysis
using the Alpgen generator. The numbers of W and Z background events are found
to be in a good agreement within the statistical uncertainties. This check supports
the assumption that the statistical uncertainty covers the systematic effects related to
the 7-jet fake rate in the case of W+jets and Z+jets backgrounds.

Multijet Background

Different sources of systematics enter the total uncertainty on the multijet background
estimation. First, the assumption that Rossg ratio, defined in Eq. (5.5), is independent
of the lepton isolation has been checked. The dependence of Rpsss ratio on the track
and calorimeter isolation is shown in Fig.5.11. The maximal deviation from the
nominal value of 3 % is found in both lepton-hadron final states. Even though the
difference is compatible with the statistical uncertainty of the Rogss factor, it is still
conservatively added to the total uncertainty.

Furthermore, the stability of the Rposss ratio during the event selection is checked.
The maximal difference from the nominal value of 4 % is found in the 7,71, channel
and is assigned as a systematic uncertainty. The cutflow-dependence of Rosss is
shown in Fig.5.12.

Another contribution to the multijet background estimation systematics might
come from the subtraction of the Monte Carlo simulated events in the control regions
B, C and D defined in Sect.5.4.3. The cross sections of the simulated samples are
varied up and down by their uncertainties but this effect is found to be negligible.

All systematic sources mentioned above and the statistical uncertainty of the
Rosss ratio are added in quadrature to obtain the final systematic uncertainty on
the multijet background estimation which leads to 1.3 % on the total cross section in
the 7,7, channel.
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Fig. 5.11 The dependence of the Rpsss ratio on the electron isolation in the 7,7 channel. The
dependence on the track isolation is shown on the /eft and the calorimeter isolation on the right
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Fig. 5.12 Stability of the Rosss ratio through the event selection procedure in the 7,7, channel.
The last point corresponds to the nominal value of Rosss

5.6.5 Acceptance Factor Az Uncertainty

The theoretical uncertainty on the geometric and kinematic acceptance factor Az

comes mainly from the limited knowledge of the proton parton distribution functions

(PDFs) and the uncertainty in the modelling of the Z boson production at the LHC.
Three sources of uncertainties has been considered [1, 2]:

e Uncertainty due to the choice of the PDF set is evaluated as the maximal deviation
between the Az factor obtained using the default Pythia sample and the values
obtained by re-weighting this sample to the CTEQ6.6 and HERAPDF1.0 [25] PDF
sets.

e Uncertainty within one PDF set is calculated for the CTEQ6.6 NLO PDF for
which 44 PDF error eigenvectors are available [26]. The systematics is obtained by
re-weighting the default sample to the relevant CTEQG6.6 error eigenvectors and
is compared to the CTEQG6.6 central value.
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e Systematic deviation due to the modelling of the parton shower is estimated using
the MC@NLO generator interfaced to HERWIG for parton showering.

The uncertainties coming from all three sources are added in quadrature and the
total systematic uncertainty of 3.4 % is assigned to the acceptance factor Az in the
TeTh channel.

5.6.6 Other Sources of Systematic Uncertainty

An uncertainty coming from the background Monte Carlo normalisation is also taken
into account. Following Ref. [27], the uncertainty of 5 % on the electroweak back-
ground (W boson, Z boson and dibosons) NNLO cross sections is considered. For
the ¢ cross section the uncertainty of +7.0 %/ —9.6 % is assumed based on Ref. [28].

The Monte Carlo statistical uncertainty which enters the Ny, calculation is eval-
uated separately and is found to be 1.4 % effect on the total cross section in the 7,7
channel.

The uncertainty on the integrated luminosity is considered to be 3.7 % based on
the ATLAS recommendations [29].

The uncertainty associated to the charge misidentification is found to be negligi-
ble [2].

5.6.7 Summary of the Systematics

Correlations between the electroweak, ¢ background uncertainties and multijet
background uncertainty have to be considered in the evaluation of the systematic
uncertainty on the total cross section. The correlation is caused by the fact that the
Monte Carlo predictions for W, Z, diboson and ¢7 background are subtracted in the
control regions used for the multijet background estimation. Therefore the uncer-
tainty on the total cross section from a given source of systematic uncertainty is
obtained by recalculating the cross section using at the same time the recalculated
Cz and (Nops — Nprg), shifted as indicated for that uncertainty in the corresponding
tables. Part of the uncertainties may therefore cancel out.

The effect of the individual systematic sources on the total cross section measure-
ment is presented in Table5.5. The dominant sources of uncertainties in the 7,7y
are the energy scale, hadronic 7 identification efficiency, followed by the electron
efficiency and the 7 trigger efficiency uncertainty.
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Table5.5 Relative systematic and statistical uncertainties on the total cross section in the 7,7, chan-
nel

Uncertainty do /o (%)
Electron efficiency 5.0
Electron resolution 0.1
Electron cleaning 0.1
7 ID efficiency 52
e — 7 misidentification rate 0.2
Energy scale 9.3
Tau trigger efficiency 4.7
W normalization factor 0.04
Z normalization factor 0.05
Multijet estimation 1.3
Background MC normalization 0.2
MC statistics 1.4
Az uncertainty 3.4
Total systematic unc. 13.2
Luminosity uncertainty 3.7
Statistical uncertainty 24

Table 5.6 The fiducial and total production cross sections for the Z — 77 process with the 77
invariant mass between 66 and 116 GeV measured in 7,7y, 7,7, and 7,7, channels

Final State Fiducial cross section o/'4(Z — 77) x BR
TuTh 20.0 &£ 0.3(stat) £ 2.0(syst) £ 0.7(lumi) pb
TeTh 15.9 £ 0.4(stat) & 2.0(syst) & 0.6(lumi) pb
TeTu 4.7 £ 0.2(stat) & 0.4(syst) &+ 0.2(lumi) pb
Final State Total cross section 0(Z — 77)

TuTh 0.91 £ 0.01(stat) &= 0.09(syst) & 0.03(lumi) nb
TeTh 1.00 £ 0.02(stat) &= 0.13(syst) £ 0.04(lumi) nb
TeTy 0.96 + 0.03(stat) &= 0.09(syst) =+ 0.04(lumi) nb

The fiducial cross sections include also the branching fraction of the 7 to its decay products

5.7 Final Results

As already mentioned, the Z — 77 cross section in the 77 invariant mass window
66-116 GeV has been performed in three channels (7,7, 7,7 and 7.7;,) with 2011
data samples. The measurement in the 7,7 has been described in details in this
chapter whereas more details about the other two channels can be found in Ref. [1].
The measured cross sections, the fiducial cross section and the total cross section
with their uncertainties, in all three final states are summarized in Table 5.6. The total
cross section has been corrected for the 7 — fvv and 7 — mv branching ratios
according to Ref. [4]: 0.2313 4 0.0009 in the 7,7 channel, 0.2250 &£ 0.0009 in the
7, Th channel and 0.0620 £ 0.0002 in the 7,7, channel.
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Table 5.7 Assumed correlations between individual channels. The uncertainties are considered
either 100 % correlated (v) or fully uncorrelated (-)

Uncertainty TeTh TyTh TeTy

Muon efficiency -
Electron efficiency v
Muon resolution -
Electron resolution v -
Jet resolution -
7 ID efficiency v
e — 7 misidentification rate - - -
Energy scale v
T trigger efficiency

W normalization factor

Z normalization factor
Multijet estimation
Background MC normalization
MC statistics

Az uncertainty

< ! <
B NENENRN

N
<\

NN
RN
SR

NN
RN
SR

Luminosity uncertainty

The measured cross sections in the three final states has been combined by means
of the Best Linear Unbiased Estimate (BLUE) [30, 31]. The BLUE method gives the
best estimate of the combined cross section by a linear combination of the individual
measurements. A covariance matrix is built from the statistical and systematic un-
certainties for each individual measurement and the correlations of the uncertainties
from each channel are accounted for in the BLUE method. The considered correla-
tions are summarized in Table 5.7. The systematic uncertainties for the same physics
objects are considered fully correlated while there is no correlation assumed between
uncertainties related to different objects.

Most of the dominant uncertainties are correlated across all three channels and
they are much larger than any uncorrelated systematics. The BLUE method can lead
to a combination which is outside the range spanned by the individual measurements
in case of the large positive correlations [30]. In order to avoid this behaviour, the
largest systematics fully correlated across all three channels (energy scale, luminos-
ity and acceptance uncertainties) are excluded from the BLUE calculation. These
uncertainties are not considered for the mean value of the combination, but they are
added to the final uncertainty using the standard error propagation on the linear com-
bination of the individual cross sections with weights derived by the BLUE method.
This approach leads to a relatively larger total uncertainty on the combination since
the three large uncertainties has not been included in the combination.

Following the described procedure, the Z — 77 combined cross section with the
7T invariant mass within 66 < m,, < 116 GeV of

o(Z — 77) = 0.92 & 0.02(stat) & 0.08(syst) = 0.03(lumi) nb  (5.8)
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is calculated with corresponding weights of 0.758 for 7,7, —0.130 for 7.7 and
0.372 for 7.7, A X?/NDF of 1.24/2 is obtained. The combined cross section agrees
well with the NNLO theoretical expectations of 0.96 &£ 0.05 nb [10-12].
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Chapter 6
Conclusions

The Monte Carlo simulations of the Tile Calorimeter have been described, especially
the performance of the electronic noise and the pile-up simulations. The double
gaussian noise shape has been implemented in the simulations and it leads to a
good agreement of the cell energy spectrum with data. However, the electronic
noise description does not include all features observed in data, namely correla-
tions between individual channels. The dependence of the pile-up contribution on
the average number of minimum bias collisions per bunch crossing and on the bunch
separation has been shown. The pile-up contribution is evaluated by means of the
cell energy spread in bins of || and radial sample for the considered pile-up con-
ditions. The double gaussian parameters as well as pile-up constants are inserted in
the database and are used to define 20 and 40 limits in the clustering algorithm.

The efficiencies of the electron identification, trigger and isolation cuts have been
measured by means of the W — ev and Z — ee tag and probe methods. The scale
factors, ratios of the efficiencies measured in data and in Monte Carlo simulations,
with their statistical and systematic uncertainties have been derived in bins of electron
pseudorapidity and transverse energy. These factors have been used in the Z — 77
cross section measurement to correct the Monte Carlo predictions.

The measurement of the Z — 77 cross section with the electron and the hadronic
7 in the final state, so-called 7,7, channel, has been discussed in details. Data col-
lected during 2011 data taking period corresponding to 1.34 fb~! has been used in the
analysis. The methodology of the cross section measurement within the 77 invariant
mass range 66—116 GeV, the calculation of the nominal value and the evaluation of
the systematic uncertainties have been described. The main sources of the systematic
uncertainty in the 7,7, channel are the energy scale, hadronic 7 identification and
trigger efficiency and electron efficiency. The cross section measurement has been
performed also in the 7,7, and 7,7, final states. These measurements are not dis-
cussed in details, but they are documented in Ref. [1]. The final total cross section
is derived as a combination of the individual measurements in the 7,7, 7,7 and
T, Ty, channels by means of the BLUE method. The combined cross section of the
Z — 77 process with the 77 invariant mass between 66 and 116 GeV is evaluated
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as 0.92 +0.02(stat) = 0.08(syst) & 0.03(lumi) nb which is in a good agreement with
the NNLO theoretical expectations of 0.96 & 0.05 nb.

Reference

1. The ATLAS Collaboration, G. Aad et al., Z — 77 cross section measurement in proton—proton
collisions at 7 TeV with the ATLAS experiment, ATL-CONF-2012-006, Feb 2012



Appendix A
Single Electron Trigger Scale Factors

The methodology and measurement of single electron trigger efficiencies and scale
factors by means of the W — er tag and probe method is described in details in
Sect.4.4. The results, the efficiencies and the scale factors in bins of ET x ||, for
the trigger EF_el 5_medium! are summarised in Table A.1.

Table A.1 Single electron trigger efficiencies in % for data (egaa) and Monte Carlo simulations
(emc) together with scale factors (SF') for trigger EF_e15_medium in bins of ET X |n|

Il € (0.0,0.8) Il € (0.8, 1.37) Il € (1.52,2.47)
Ere (17,20)GeV  eqaa 98.17 + 0.21 96.72 £ 0.36 95.95 & 0.32
M 99.26 4 0.18 99.45 4 0.19 97.02 & 0.33

SF 0.9889 + 0.0027 0.9725 + 0.0040 0.9890 & 0.0048
Er € (20,30)GeV  €cdua 99.16 + 0.03 98.60 + 0.05 97.51 + 0.05
M 99.79 4 0.02 99.64 & 0.04 98.31 & 0.06

SF 0.9937 £ 0.0004 0.9896 + 0.0006 0.9918 & 0.0008
Er > 30 GeV edata 99.37 £ 0.01 99.40 + 0.02 97.49 £ 0.03
M 99.71 £ 0.01 99.65 & 0.02 98.54 & 0.04

SF 0.9965 + 0.0002 0.9975 + 0.0003 0.9894 £ 0.0004

The data sample corresponds to 2.1 fb~!. The total uncertainty (statistical and systematic errors
summed in quadrature) is quoted

! The trigger EF_e15_medium searches for an electron object with transverse energy larger than
15 GeV at the event filter (EF) level.
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Appendix B
Electron Isolation Scale Factors

The methodology and measurement of electron isolation criteria efficiencies and
scale factors by means of the Z — ee tag and probe method is described in details
in Sect.4.5. The results, the efficiencies and the scale factors in bins of E1 x 7, for
the electron isolation cuts used in the Z — 77 analysis (pTCone40/Et < 0.06 and
E1Cone40/ET < 0.1) are summarised in Tables B.1 and B.2.
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Appendix B Electron Isolation Scale Factors

Table B.1 First part (ET < 40 GeV): electron isolation efficiencies in % for data (€gaa) and
Monte Carlo simulations (epc) together with scale factors (S F') for the considered isolation criteria

(prCone40/ET < 0.06 and ETCone40/ET < 0.1) in bins of ET x 7

Er e (17, 30) Er € (30, 40)
n e (=2.47,—2.01) €data 68.8£0.7 75.84£0.5
eMC 75.94£0.5 82.6+0.4

SF 0.907 £ 0.011 % 0.008 0.917 £ 0.007 % 0.007
ne (=2.01, —1.52) €data 655+0.7 73.7+0.4
eMC 70.4 £ 0.5 782403

SF 0.930 £ 0.011 £ 0.006 0.942 4 0.007 £ 0.003
ne (—1.37,-0.8) €daa 64.8+0.6 742+0.3
eMC 70.8 £0.5 80.9 +£0.2

SF 0.915 £ 0.010 + 0.010 0.918 -+ 0.005 & 0.004
ne (=08, —0.1) €daa 721+04 82.5+0.2
eMC 77.440.3 86.4+0.2

SF 0.930 == 0.007 + 0.004 0.954 + 0.003 £ 0.001
ne (=0.1,0.1) €daa 733408 83.8+05
eMC 78.5+£0.6 86.6£0.3

SF 0.934 £ 0.013 + 0.008 0.968 & 0.007 % 0.002
7 e (0.1,0.8) €daa 721+04 83.0+£0.2
eMC 77.4£03 86.6+£0.2

SF 0.932 4 0.007 % 0.006 0.958 £ 0.003 + 0.002
7€ (0.8, 1.37) Cdaa 64.2+0.6 74.9+023
eMC 722£0.5 81.3+£0.2

SF 0.889 £ 0.010 £ 0.011 0.921 £ 0.005 £ 0.002
n e (1.52,2.01) cdaa 66.8+0.6 74.9+0.4
eMC 703 4£0.5 78.3+£0.3

SF 0.950 % 0.012 = 0.008 0.956 & 0.007 & 0.005
n e (2.01,2.47) cdata 69.1+0.7 76.5 + 0.5
eMC 76.0 £ 0.5 82.8 £ 0.4

SF 0.909 £ 0.011 £ 0.015 0.924 £ 0.007 £ 0.002

The data sample corresponds to 1.3 fb~!. The statistical uncertainties are quoted for the efficiencies,
while both statistical (first error) and systematic uncertainties (second error) are given for the scale

factors
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Table B.2 Second part (ET > 40 GeV): electron isolation efficiencies in % for data (egara) and
Monte Carlo simulations (epc) together with scale factors (S F') for the considered isolation criteria

(prCone40/ET < 0.06 and ETCone40/ET < 0.1) in bins of ET x 7

Er € (40, 50) Er > 50

n e (=2.47,—2.01) €data 83.1+£0.4 87.5+0.7

eMC 88.2+£0.3 92.1+£0.5

SF 0.942 % 0.006 + 0.002 0.951 & 0.009 & 0.005
ne (—1.52,—2.01) €data 83.9+03 89.4+05

eMC 86.5+£0.3 913404

SF 0.970 % 0.005 % 0.001 0.979 £ 0.007 + 0.004
ne (—1.37,-0.8) €daa 833+0.2 89.7 £ 0.4

eMC 89.0£0.2 93.6+£0.2

SF 0.936 == 0.003 + 0.004 0.958 = 0.004 £ 0.001
ne (=08, —0.1) €daa 89.5+0.2 943+0.2

eMc 92.7+0.1 95.9+£0.2

SF 0.966 == 0.002 + 0.001 0.984 -+ 0.003 £ 0.002
ne (=0.1,0.1) €daa 90.2+0.3 94.4+05

eMC 93.1£0.2 96.3 0.3

SF 0.969 % 0.004 = 0.001 0.980 & 0.006 + 0.005
7 e (0.1,0.8) €daa 89.8£0.2 942+0.2

eMC 92.740.1 96.2 0.1

SF 0.969 % 0.002 = 0.001 0.980 & 0.003 % 0.001
7€ (0.8, 1.37) cdaa 84.0+03 90.5+0.4

eMC 88.8+£0.2 94.0 £ 0.2

SF 0.946 = 0.004 £ 0.001 0.963 £ 0.005 + 0.006
n e (1.52,2.01) cdaa 84.0+03 90.5 +0.5

eMC 86.8+£0.3 91.6+0.4

SF 0.968 % 0.005 % 0.001 0.988 £ 0.007 & 0.001
n e (2.01,2.47) cdaa 82.6 £ 0.4 88.5+0.7

eMC 88.7+£0.3 92.840.5

SF 0.930 % 0.006 % 0.004 0.954 £ 0.008 % 0.006

The data sample corresponds to 1.3 fb~!. The statistical uncertainties are quoted for the efficiencies,
while both statistical (first error) and systematic uncertainties (second error) are given for the scale

factors
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